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Preamble

These notes have grown out of a series of lectures that I had the opportunity to hold
for the Technical University of Munich, starting in the Winter Semester 2021/2022. The
material has been approximately covered in two semesters, with two hours of lectures per
week. I claim no originality for most of the material presented here, while I have put some
e↵ort in either improving some derivation, or filling the gaps where something conceptually
important was given for granted. All in all, the main e↵ort was put in organizing this
material in what I believe would be a logical way of presenting some of the important
developments in this fascinating field. Moreover, I tried to include, even if at an elementary
level, most developments which are relevant for research today, starting from tree-level on-
shell methods, and getting to the theory of iterated integrals and special functions, including
a simple introduction to elliptic polylogarithms.

As it is often the case, the original version of these notes was only hand-written, and I am
extremely thankful to Sara Ditsch, Julian Piribauer and Davide Maria Tagliabue for having
invested substantial time and e↵ort to go through the material, fix obvious typos, improve
the presentation, and for having put together the first Latex version of this manuscript.

While I will refrain from citing most of the standard books and review articles in the main
text, I would like to provide here a list of the excellent sources on the theory of scattering
amplitudes which I actively used in preparing these lectures:

• Matthew Robinson, Symmetry and the Standard Model

• Steven Weinberg, The Quantum Theory of Fields, Volume 1

• Matthew Schwartz, Quantum Field Theory and the Standard Model

• Henriette Elvang and Yu-Tin Huang, Scattering Amplitudes in Gauge Theory and
Gravity

• Johannes Henn and Jan Plefka, Scattering Amplitudes in Gauge Theories

• Lance Dixon, Calculating Scattering Amplitudes E�ciently

• Stephen Parke and Michelangelo Mangano, Multi-Parton Amplitudes in Gauge Theo-
ries

• Michael Peskin, Simplifying Muli-Jet QCD Computation

• Kirill Melnikov, Modern methods for perturbative computations in QFT

• Keith Ellis, Zoltan Kunszt, Kirill Melnikov, Giulia Zanderighi, One-loop calculations
in quantum field theory: from Feynman diagrams to unitarity cuts

Lorenzo Tancredi

Munich, August 2023
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1 Introduction

Scattering Amplitudes play a fundamental role in Quantum Field Theory (QFT) for many
reasons. First of all, they provide us with one of the most useful ways to extract phenomeno-
logical predictions for particle scattering from the complex formalism of QFT. In fact, the
cross-section for a given process � can be loosely computed by integrating the scattering
amplitude squared |A|

2 on the phase-space of the produced particles d�

� /

Z
|A|

2d� .

Moreover, scattering amplitudes turn out to be extremely fascinating mathematical quan-
tities, which in particular exhibit unexpected symmetries and an apparently enhanced sim-
plicity, compared to what one would naively expect from the Lagrangian formulation of the
corresponding QFT. There are many reasons for this, the most important ones possibly being
that scattering amplitudes are on-shell, gauge invariant objects, which do not su↵er from the
ambiguities inherent to the o↵-shell expansion in Feynman diagrams. In fact, in traditional
QFT lectures you learn to compute scattering amplitude order by order in perturbation
theory, using Feynman diagrams with increasingly large numbers of loops to enumerate all
relevant contributions. The expansion in Feynman diagrams has the advantage of making
locality of interactions manifest, through the concatenation of local interaction vertices and
o↵-shell propagators to build the corresponding scattering probabilities. While locality is
an extremely useful property to have, we have to pay a price: as discussed above, Feynman
diagrams are o↵-shell quantities and, individually, they do not preserve the symmetries of
the underlying theory (for example Ward identities are violated when evaluated for the indi-
vidual diagrams). Moreover, out of mere combinatorical arguments, it is easy to see that the
number of Feynman diagrams grows factorially with the number of loops and/or particles
involved in the scattering process. On top of that, for every order in perturbation theory,
we typically need to compute an additional loop integral: not only is computing integrals
extremely complicated, but also these are not the nicest integrals you could think of, they
are divergent, both in the Ultra-Violet (UV) and in the Infra-Red (IR), which makes it
necessary to introduce a regularization to make sense of them.

p1

p2 p3

pn

Figure 1: Feynman Diagram for the scattering of n particles with momenta pi.

Considering all of this, it is then even more astonishing to realize that summing together
hundreds or thousands of extremely complicated Feynman diagrams, the final result for
the scattering amplitude often turns out to be much simpler than the individual ingredi-
ents required to obtain it. The purpose of these lectures will be to explore the underlying
mathematics of the scattering amplitude and to develop techniques that allow us to cal-
culate amplitudes trying to make their symmetries as manifest as possible, at each step
of the calculation. We cannot claim that this problem is solved in full generality, on the
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contrary we are quite far from it. Nevertheless, the past three decades have witnessed an
impressive jump forward in our understanding of Scattering Amplitudes. Interestingly, this
program is largely building upon ideas that had been developed in the di↵erent context of
the (non-perturbative) analytic S-matrix program, which received much attention in the 60s.

The first part of this course will focus on computation methods for tree-level ampli-
tudes. First, we will review some well-known properties of the Lorentz group, focusing on
the spinor representation and the little group. Next, we will have another look at spinor
indices and introduce the powerful spinor helicity formalism. We will then use the latter to
compute tree-level amplitudes in QED and QCD and show that it allows to obtain extremely
compact expressions for scattering amplitudes, completely bypassing the Feynman diagrams
expansion

The second part is instead dedicated on the generalization of these techniques to one-loop
amplitudes. We present first the idea of integrand reduction, which allows to decompose one-
loop amplitudes in terms of so-called master integrals. We then introduce the very powerful
technique of one-loop unitarity, which instead attempts to generalize tree-level techniques
to avoid the use of Feynman diagrams all together.

The third and last part deals finally with describing modern techniques to deal with
multiloop amplitudes. While a fully general approach to compute amplitudes without re-
sorting to Feynman diagrams is not available in this case, a lot of interesting techniques have
been developed, on the one hand to handle e�ciently the expansion in Feynman diagrams,
and on the other to address the computation of multiloop Feynman integrals. We will in
particular describe in detail tensor decomposition, integration by parts identities and the
method of di↵erential equations. From there, we will introduce iterated integrals and focus
on the important class of multiple polylogarithms. We will also briefly introduce the symbol
map and outline the generalization of multiple polylogarithms beyond genus zero.

Conventions

We work in four dimensional Minkowski space-time R1,3 with the mainly minus metric
gµ⌫ = diag(+,�,�,�).
We will usually work with all momenta incoming. External momenta are denoted pµ. For
loop momenta, we usually use lµ or kµ.

4



Part I

On-shell Methods for Tree-level
Amplitudes
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2 Symmetry Groups, Representations and Spinors

To begin our analysis of properties of scattering amplitudes, the most natural place to start
is the Poincaré group. In fact, scattering amplitudes have definite transformation proper-
ties under Poincaré transformations, which are often hidden when one uses the standard
formalism of Feynman diagrams and Feynman rules. Our first goal will therefore be to find
a notation that makes them manifest. For massless particles, a lot can be gained using the
so-called spinor helicity formalism. Extension to the massive case also exists, but as of the
time of writing, their use remains limited. We will see an example of this in one of the
exercises.

2.1 The Poincaré Group

As far as we know, the Poincaré group P is the symmetry group of our world. It contains
Lorentz transformations and space-time translations. A general element of P can be written
as

g(⇤, b) =

2

66664

b0

⇤µ
⌫ b1

b2

b3

0 0 0 0 1

3

77775
, (2.1)

where ⇤ is an element of the Lorentz group and bµ is an arbitrary four-vector, generating
space-time translations. A space-time vector transforms under P as

xµ
! x0µ = ⇤µ

⌫x
⌫ + bµ , (2.2)

where ⇤µ
⌫ is a 4⇥ 4 matrix with det⇤ = ±1.

Irreducible Representations and the Little Group

As it is well known, one-particle states in Quantum Field Theory are classified by the
irreducible representations (irreps) of the Poincaré group. More precisely, one-particle states
can be defined as a set of states

| i 2 S , (2.3)

which transform into themselves under the action of the Poincaré group P,

| ii
P
�! Pij | ji . (2.4)

The condition of irreducibility implies that there should be no proper subset of states

| 0
i 2 S0

⇢ S , (2.5)

which transform only among themselves. Physical states are actually represented by rays in
the corresponding Hilbert space. With a somewhat imprecise notation

| R
i = ei� | i , 8� 2 R . (2.6)

What this means is that states are always defined up to an unphysical complex phase. The
probability to find a state | R

1 i in a di↵erent state represented by | R
2 i is given by the scalar

product of any two states in the corresponding rays

P ( R
1 !  R

2 ) = |h 2| 1i|
2 . (2.7)
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Imagine now to perform a Poincaré transformation P on the system. All states are trans-
formed to  i !  0

i = P i. Being P a symmetry of our world, we expect that probabilities
measured in the transformed frame will remain the same

P ( 0R
1 !  0R

2 ) = P ( R
1 !  R

2 ) . (2.8)

Quite in general, Wigner proved that Eq. (2.8) implies important constraints on the cor-
responding operator UP that implements the transformation on the Hilbert space of the
physical spaces, i.e. on its representation on the Hilbert space of physical spaces. The
operator acts moving a state in a given ray, to a state in another ray

if | ii 2  R
i =) UP | ii 2  0R

i , (2.9)

and one can prove that for probabilities to be conserved, UP must be either unitary and
linear or anti-unitary and anti-linear. On the other hand, any transformation continuously
connected to the identity transformation must be represented by unitary and linear oper-
ators, since acting with the identity operator is by construction a unitary operation. The
anti-unitary ones represent instead discrete transformations as parity or time-reversal. This
is the reason why we are mainly interested in considering unitary irreducible representations
of the Poincaré group (irreps). We recall in passing that, since the Poincaré group acts on
rays, its representations on the physical states turn out to be projective representations, i.e.
the composition rule is true up to a phase

UP1UP2 | i = ei�12UP1P2 | i . (2.10)

Wigner showed that the irreps of the Poincaré group can be classified through the irreps
of the so-called Little group of the particle’s momentum pµ, i.e. the group that leaves the
momentum invariant

Wµ⌫p⌫ = pµ . (2.11)

One then finds in general that the transformation of a one-particle state can be written as

U(⇤, b) p,� = e�ib·p
X

�0

D(j)
��0(W (⇤, p)) ⇤p,� . (2.12)

Here e�ib·p takes care of the space-time translations and D(j)
��0(W (⇤, p)) of the Lorentz trans-

formations. In particular, D(j)
��0(W (⇤, p)) is the corresponding representation of the Little

group W (⇤, p) associated to the momentum pµ and j is a general label for the irreducible
representation. By classifying all possible representations of W (⇤, p), we can therefore clas-
sify all possible types of one-particle states.

It is easy to convince oneself that the irreps of the Little group depend on the nature of
the momentum pµ of the corresponding particle. There are three physically relevant cases.

Vacuum
The vacuum corresponds to pµ = 0 and is not of further interest - nothing happens.

Massive Particles
For massive particles the condition p2 > 0 holds. Transforming the momentum into the
rest frame, we can always write pµ = (m, 0, 0, 0). With this, one can easily see that the
Little group is the three-dimensional rotation group SO(3). The representation theory
for SO(3) is well known from non-relativistic quantum mechanics: the irreducible
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representations are labelled by an index s, called the spin of the representation and
have dimension

dim(Rs) = (2s+ 1) , with s =
n

2
, n 2 N , (2.13)

which correspond to integer or half-integer spin particles. Consequently, all usual mas-
sive particles, such as massive fermions, i.e. spin-1/2 particles or massive vector bosons,
i.e. spin-1 particles, simply transform under SO(3) like in non-relativistic QuantumMe-

chanics. For spin s, one has (2s+1) states and the representation matrixD(s)
��0(W (⇤, p))

is a (2s+ 1)-dimensional unitary matrix.

Massless Particles
This case is the least trivial but also the one physically more interesting for us, so let
us describe it more in detail. The momentum for massless particles is light-like p2 = 0
and we can always Lorentz transform to a frame where pµ = (E, 0, 0, E). In this way
we can see that this momentum is left invariant by rotations in a two dimensional plane
O(2) (including reflections!). This is not all, though. This can be seen, for example,
by introducing light-cone coordinates

xµ = {x+, x�, x1, x2
} , with x± =

x0
± x3

p
2

. (2.14)

In this representation, the light-like momentum becomes

pµ = {p+, 0, 0, 0} . (2.15)

Let us call Mµ⌫ = �i (xµ@⌫ � x⌫@µ) the generators of the Lorentz Group in standard
coordinates, then we have for example

M j+ = �i
�
xj@+ � x+@j

�
= �

M0j +M3j

p
2

, for j = 1, 2 , (2.16)

M j� = �i
�
xj@� � x�@j

�
= �

M0j
�M3j

p
2

, for j = 1, 2 . (2.17)

Recall, importantly, that

@i =
@

@xi
= �

@

@xi
= �@i , for i = 1, 2, 3 , (2.18)

such that, for example by raising all indices, we have

M j� = �i


xj 1

p
2

✓
@

@x0
�

@

@x3

◆
�

x0
� x3

p
2

@

@xj

�

= �i


xj 1

p
2

✓
@

@x0
+

@

@x3

◆
+

x0
� x3

p
2

@

@xj

�
, j = 1, 2 . (2.19)

Clearly, the massless momentum is invariant under rotations in the 1�2 plane, gener-
ated by M12 (the usual O(2) described above), but also under the two extra generators
M1� and M2�, which obviously commute with p+ in light-cone coordinates. One can
then easily prove that the symmetry generated by these two extra generators is iso-
morphic to the translations on the two-dimensional plane and, as a consequence, the
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p1

p2

Figure 2: Illustration of the Poincaré group not being simply connected.

Little group of a massless particle is actually the Euclidean group E(2) = I SO(2). In
particular, it is easy to see that their commutation relations read

[M1�,M2�] = 0 , [M1�,M12] = �iM2� , [M2�,M12] = iM1� , (2.20)

which are exactly what we expect: M1� and M2� commute, as the generators of
translations in the two dimensional plane. While the action on M12 on the latter two
generators transforms them into each other, as a rotation is supposed to do.

Now, both translations and two-dimensional rotations are represented by continuous
eigenvalues. This is a problem since we do not observe such continuous eigenvalues
associated to any known particle. We can get rid of the eigenvalues associated to
translations by requiring that physical particles are only those states which transform
trivially under translations. These states are still distinguished by the eigenvalues of
the operator M12 which generates rotations in the 1� 2 plane, J3 = h , where h is
usually called the helicity of the particle and

Dh
��0(W (⇤, p)) = eih✓(⇤,p) . (2.21)

As far as SO(2) goes, h can also be an arbitrary real number. Note, however, that
the topology of the Poincaré group is R ⇥ R3 ⇥ S3/Z2. Focusing on S3/Z2, this is a
sphere whose antipodal points are identified. Let us call two such points p1 and p2.
A curve connecting these two points is a closed curve on the Poincaré manifold, but
it clearly cannot be shrunk to a point, see Figure 2. Mathematically this means that
the Poincaré group is not simply connected and for a massless particle of helicity h it
only tells us that

eih✓(⇤,p) = e2⇡ih 6= 1 . (2.22)

On the other hand, if we draw a closed curve that goes from p1 to p2 and then goes
back to p1 we obtain a curve that is equivalent to a point, i.e.

eih✓(⇤,p) = e4⇡ih = 1 . (2.23)

One finds therefore
h =

n
n or

n

2

o
n 2 N , (2.24)
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i.e. the helicity h has to be integer or half-integer. This explains why we observe
only discrete helicities in nature and not continuous ones, but still does not tell us
why helicities seem to come in pairs. The photon, for instance, can have two helicity
states ±1, similarly to the gluon, while the graviton is expected to come with the
two helicities ±2. The reason for this is parity invariance. Parity P does not only
swap ~p ! �~p, it also flips the helicity. In order to build a QFT invariant under
parity, massless particles such as the photon need to come in both helicities and form
a doublet under P in O(1, 3). Note, that in a theory that is not parity invariant we
do not have doublets, e.g. left- and right-handed neutrinos do not necessarily come in
pairs, but the left-handed one could exist independently of the right-handed one.

Transformation of the Scattering Amplitude

Let us now get back to the scattering amplitude S and its transformation properties under
the action of the Poincaré group. Since S is computed as a matrix element between multi-
particle states

S = h out
p1�1...pm�m

| in
p0
1�

0
1...p

0
n�

0
n
i , (2.25)

we expect that it should transform under the Little group according to each of the particles in
the initial and final state. Now think about how S is usually computed: we draw all Feynman
diagrams, substitute Feynman rules and sum them together. Consider for example the case
of the scattering of 4 gluons. Then this way of constructing the scattering amplitude will
produce an expression of the form

"µ1

"⌫2 "⇢3

"�4

= S = "µ1"
⌫
2"
⇢
3"
�
4Fµ⌫⇢� , (2.26)

where "µi are the polarization vectors of the external gluons, and Fµ⌫⇢� transforms as a (rank-
4) Lorentz Tensor. Clearly, in order for this amplitude to transform properly under the Little
group, the polarization vectors have the role to contract the Lorentz indices and bring back
the information on the Little group covariance. What this means is that polarization vectors
(spinors) transform doubly under the action of the Poincaré group, both as Lorentz vectors
(or spinors for spin-1/2 particles) and also under the Little group.

As we are discussing this, it makes sense to connect this discussion to the transformation
properties of the objects that we are used to deal with in QFT. In the standard text-book
approach to QFT, we usually work with non-observable fields (�(x),  ↵(s), Aµ(x)...). We
should stress that these fields do not need to transform as unitary irreducible representations
of the Poincaré group - and in fact they don’t! Take for example a massless fermionic field

 ↵(x) =
X

�

Z
dp̃

h
b(p,�)u↵(p,�)eipx + h.c.

i
. (2.27)

The transformation of the field  ↵(x) encoded in the index ↵ shows that it transforms
under a finite dimensional representation of the Lorentz group. As we already stressed,
these representations are not unitary because the Lorentz group is non compact. On the
other hand, the particle states b(p,�) and b†(p,�) are the objects that must transform as
infinite unitary irreducible representations of the Poincaré group, which are classified by the
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Little group. In order for the right- and left-hand side of the equation to make sense, the
connection is provided by the wave functions u↵(p,�), which must then transform both as
finite dimensional representations of the Lorentz group and under the Little Group.

Since amplitudes are build starting from the polarization vectors, our next goal is to
study the Lorentz group and its irreducible representations in order to find a convenient
representation for ✏µ, u↵, etc, which makes their transformation properties manifest. This
will be the Spinor-Helicity formalism, that we will introduce starting from a general discus-
sion of the Lorentz group.

2.2 The Lorentz Group

A space-time vector transforms under the Lorentz group as

xµ
! x0µ = ⇤µ

⌫x
⌫ , (2.28)

where ⇤µ
⌫ is a 4⇥ 4 matrix. Demanding that the scalar product of two space-time vectors

is preserved under Lorentz transformation yields:

x0µx0
µ = xµxµ = x2

0 � ~x2 ,

) ⇤µ
⌫⇤

⇢
�gµ⇢x

⌫x� = xµxµ ,

) ⇤µ
⌫gµ⇢⇤

⇢
� = g⌫� ,

(2.29)

or in terms of matrices
⇤T g⇤ = g , (2.30)

which is the defining property of the Lorentz group, denoted as O(1, 3). The Lorentz group
includes parity transformations P and time reversal T . We are usually only interested in the
proper Lorentz group SO+(1, 3), i.e. the subgroup of the Lorentz group that is continuously
connected to the identity transformation (det⇤ = +1) and does only contain orthochronous
transformations (⇤0

0 > 1). Every element of O(1, 3) can then be written as a semi-direct
product of SO+(1, 3) and the discrete transformations {1, T ,P,PT }.

A Universal Cover: The Special Linear Group SL(2,C)

The connected components of the Lorentz group, including what we called before the proper
Lorentz group, are not simply connected. The special linear group SL(2,C) of 2⇥2 complex
matrices with unit determinant turns out to be the universal cover of the proper Lorentz
group. To see this, let us first consider a four-vector xµ

2 R1,3 and build from it the 2 ⇥ 2
matrix

X = xµ�µ , (2.31)

where �µ = (12,~�) are the Pauli matrices

�1 =


0 1
1 0

�
, �2 =


0 �i
i 0

�
, �3 =


1 0
0 �1

�
. (2.32)

Note, that the Pauli matrices are defined with a lower index and �µ = �̄µ Inserting the Pauli
matrices, we have

X =


x0 + x3 x1

� ix2

x1 + ix2 x0
� x3

�
(2.33)

11



and it is easy to see that this is the most general 2 ⇥ 2 Hermitian matrix (X† = X). This
means that we have a one to one map

8 xµ
2 R1,3

$ X Hermitian . (2.34)

Notice that taking the determinant of X corresponds to computing the norm of the corre-
sponding Minkowski vector

detX = (x0)2 � ~x2 = xµxµ , (2.35)

hence, a Lorentz transformation on xµ acts on the space of Hermitian matrices by preserving
their determinant.

Consider now a general transformation of X under the general complex linear group
GL(2,C), i.e.

8 A 2 GL(2,C) ! X 0 = AXA† . (2.36)

Clearly, Hermiticity is automatically preserved for every choice of A. However, if we want
that X 0 is still a Lorentz transformation, the determinant of the matrix must be preserved,

det(AXA†) = |detA| detX ! |detA| = 1 , detA = ei⌘ . (2.37)

So every matrix in GL(2,C) with determinant equal to a phase generates a Lorentz trans-
formation, i.e.

A(xµ�µ)A
† = (⇤µ

⌫(A)x⌫)�µ . (2.38)

Clearly, given matrices which di↵er by a phase, say A and A0 = ei�A, generate the same
Lorentz transformation

X 0 = AXA† = A0XA
0† , (2.39)

and we can use this ambiguity to fix

detA = 1 . (2.40)

This means that Eq.(2.36) is a proper Lorentz transformation for A 2 SL(2,C).
Finally, if A 2 SL(2,C) then so is �A, since

detA = det(�A) . (2.41)

Consequently, A and �A produce the same Lorentz transformation, i.e. to both we can
associate one single ⇤ according to Eq. (2.38). Hence

SO+(1, 3) = SL(2,C)/Z2 , (2.42)

and SL(2,C) is the universal covering group of SO+(1, 3).

Generators and Algebra

The Lorentz group includes boost B and rotations R. Just as a reminder, rotation around
the x-axis and the boost in x-direction are given by

(Rx)
µ
⌫ =

2

664

1 0 0 0
0 1 0 0
0 0 cos ✓x sin ✓x
0 0 � sin ✓x cos ✓x

3

775 , (Bx)
µ
⌫ =

2

664

cos ✓x � sin ✓x 0 0
� sin ✓x cos ✓x 0 0

0 0 1 0
0 0 0 1

3

775 , (2.43)
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and similarly for Ry, By, Rz, Bz. One can then read o↵ the generators by expanding them
for ✓i ⌧ 1, i = x, y, z. We denote the generators for rotations R as J and the generators for
boosts B as K. For example for the rotation around the x-axis we have

(Jx)
µ
⌫ =

"
�i

dRx(✓x)

d✓x

����
✓x=0

#
. (2.44)

One then easily finds for the six generators of the Lorentz group

(Jx)
µ
⌫ =

2

664

0 0 0 0
0 0 0 0
0 0 0 �i
0 0 +i 0

3

775 , (Jy)
µ
⌫ =

2

664

0 0 0 0
0 0 0 i
0 0 0 0
0 �i 0 0

3

775 , (Jz)
µ
⌫ =

2

664

0 0 0 0
0 0 �i 0
0 i 0 0
0 0 0 0

3

775 ,

(Kx)
µ
⌫ =

2

664

0 i 0 0
i 0 0 0
0 0 0 0
0 0 0 0

3

775 , (Ky)
µ
⌫ =

2

664

0 0 i 0
0 0 0 0
i 0 0 0
0 0 0 0

3

775 , (Kz)
µ
⌫ =

2

664

0 0 0 i
0 0 0 0
0 0 0 0
i 0 0 0

3

775 .

(2.45)

Knowing the generators, one can work out the Lorentz algebra,

[Ji, Jj ] = i"ijkJk , [Ji,Kj ] = i"ijkKk , [Ki,Kj ] = �i"ijkJk . (2.46)

A general Lorentz transformation can therefore be parameterized as

⇤ = exp
n
i ~J · ~✓ + i ~K · ~✓

o
. (2.47)

Note that by exponentiation of the algebra we do not generate the full Lorentz group O(1, 3),
but only the proper orthochronous group SO+(1, 3), which is continuously connected to the
identity. To study the Lorentz algebra, we can decouple the two sets of generators by
introducing

N±
i =

1

2
(Ji ± iKi) . (2.48)

We find
⇥
N+

i , N+
j

⇤
= i"ijkN

+
k ,

⇥
N�

i , N�
j

⇤
= i"ijkN

�
k ,

⇥
N+

i , N�
j

⇤
= 0 , (2.49)

which are two decoupled copies of the Lie algebra of SU(2). Hence, we find for the Lie
algebra of the Lorentz group

so+(1, 3) = su(2)� su(2) . (2.50)

Consequently, any representation of the proper Lorentz group SO+(1, 3) is specified by two
labels (j, j0). The corresponding number of degrees of freedom is (2j + 1)(2j0 + 1).

Clearly, the regular “physical” rotation generators can be recovered as ~J = ~N+ + ~N�.
The eigenvalue of this operator provides the “spin” of the representation. If A and B are
the eigenvalues of N+ and N� respectively, by the usual rules to sum angular momenta a
representation (A,B) of the Lorentz group can be associated to the representations of SU(2)
with spins

j = {A+B,A+B � 1, ... , |A�B|} . (2.51)

Some most common representations of the Lorentz group and their corresponding spins are
collected in Table 1. Note that while the representations in the Lorentz group are irreducible,
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Lorentz group Rotation group

SU(2)⇥ SU(2) SO(3)

(0, 0) 0

( 12 , 0)
1
2

(0, 1
2 )

1
2

( 12 ,
1
2 ) 1� 0

(1, 0) 1

(1, 1) 2� 1� 0

Table 1: Representations of the Lorentz group and of the Rotation group

those of the Rotation group can be reducible, see for example ( 12 ,
1
2 ) and (1, 1). Moreover,

remember that upon exponentiating a Lie algebra, we get the universal covering group.
Thus, by exponentiating su(2), we obtain the universal covering group of SO(3), i.e. SU(2).
Equivalently, from su(2)� su(2), one finds that the universal covering group of SO+(1, 3) is
SL(2,C).

2.3 Representations of the Lorentz group: Spinors

We will now discuss some important representations of the Lorentz group in more detail.

Scalar Representation

(0, 0) is the scalar, i.e. trivial, representation. This is how scalar fields transform.

Left-Handed Spinors

( 12 , 0) is called the left-handed spinor representation of SO+(1, 3). Here we are choosing the
trivial representation for N�

i and the 1/2 representation for N+
i . This implies

N�
i = 0 , =) Ji = iKi , N+

i =
1

2
�i . (2.52)

Using

N+
i =

1

2
(Ji + iKi) = iKi =

1

2
�i (2.53)

we get

Ji =
1

2
�i , Ki = �

i

2
�i . (2.54)

This gives for the rotation and boost matrices

~R(~✓) = ei
~✓· ~J = ei

~✓· ~�2 ,

~B(~�) = ei
~�· ~K = e

~�· ~�2 .
(2.55)
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Explicitly, this corresponds to the following boost and rotation matrices:

RL
x (✓x) =

2

4 cos ✓x2 i sin ✓x
2

i sin ✓x
2 cos ✓x2

3

5 , RL
y (✓y) =

2

4 cos ✓y2 sin ✓y
2

� sin ✓y
2 cos ✓y2

3

5 ,

RL
z (✓z) =

2

4e
i ✓z

2 0

0 e�i ✓z
2

3

5 , BL
x (�x) =

2

4cosh
�x

2 sinh �x

2

sinh �x

2 cosh �x

2

3

5 ,

BL
y (�y) =

2

4 cosh �y

2 �i sinh �y

2

i sinh �y

2 cosh �y

2

3

5 , BL
z (�z) =

2

4e
�z
2 0

0 e�
�z
2

3

5 .

(2.56)

Right-Handed Spinors

(0, 1
2 ) is the right-handed spinor representation of the Lorentz group. Arguing as before,

this time with N+
i = 0 and Ji = �iKi, we find

Ji =
1

2
�i , Ki =

i

2
�i . (2.57)

Note that the generator of rotations Ji is the same for the right-handed and left-handed
representation, while the generator of boosts Ki di↵ers by the sign. Thus, right and left-
handed spinors di↵er in their transformation under boosts, but transform equally under
rotations.

From Right- to Left-Handed Spinors

Let  L be a left-handed spinor, meaning that it transforms as following under rotations and
boosts:

rotation :  0
L = ei

~✓·~�2  L , boost :  0
L = e

~�·~�2  L . (2.58)

We will now show that one can transform right- and left-handed spinors into each other by
multiplying with

±i�2 = ±

2

4 0 1

�1 0

3

5 (2.59)

and complex conjugating. For that purpose, we consider the transformation properties of
the object

 L = i�2 ( L)
⇤ . (2.60)

Under rotations, it transforms as

 
0
L = i�2 ( 

0
L)

⇤

= i�2e
�i~✓· ~�2 ⇤

( L)
⇤

= i�2e
�i~✓· ~�2 ⇤

[�i�2i�2] ( L)
⇤

= ei
~✓·~�2  L ,

(2.61)

where we inserted 1 = �i�2(i�2) in the third line and used the identity (i�2)~�⇤(�i�2) = �~�
in the fourth line. Consequently,  L transforms as a spinor under rotations. Let us now
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consider the transformation under boosts:

 
0
L = i�2 ( 

0
L)

⇤

= i�2e
~�· ~�2 ⇤

( L)
⇤

= e�
~�·~�2  L ,

(2.62)

where we performed identical manipulations as above. We see that  L transforms as a
right-handed spinor.

Notice that we can now go back to the same left-handed spinor as follows:

�i�2
�
 L

�⇤
= �i�2

�
i�2 ( L)

⇤ �⇤ = �2
2 L =  L . (2.63)

To summarize, one can transform a left-handed into a right-handed spinor by complex
conjugation and multiplying by i�2. To go from a right-handed to a left-handed spinor, one
has to complex conjugate and multiply by �i�2. Notice, that the position of the minus sign
is conventional but that we need a di↵erent sign in the L ! R and R ! L transformation
in order to guarantee that the two transformations in sequence lead us back to the spinor
we started from.

Vector-Representation

The ( 12 ,
1
2 )-representation of the Lorentz group contains spin 0 and 1 particles, according to

Table 1. In fact, it corresponds to the vector representation through the same identification
we used to identify the covering group of SO+(1, 3)

X ȧb = xµ(�µ)
ȧb . (2.64)

Here we used a common notation for spinor indices, denoting indices in the left-handed
representation as undotted b and indices in the right-handed representation as dotted indices
ȧ. For now this is only a notation, we will describe it in more detail in the next chapter and
connect it to the spinor helicity formalism.

Parity and Handness

We have now considered several representations of the Lorentz group SO+(1, 3). Notice that
most of the times we will consider physical theories that are invariant under parity trans-
formations, such as QED or QCD. We have seen than one consequence of parity invariance
is that the photon has to have two helicities. For spin- 12 particles, parity swaps left- and
right-handed spinors, since � $ �� and thus BR(�) $ BL(�). To get a parity invariant
representation we therefore must consider both left- and right-handed representations at
once, which we can combine in so-called Dirac spinors  

⇣1
2
, 0
⌘
�

⇣
0,

1

2

⌘
!  =

0

@ L

 R

1

A . (2.65)

We recall finally that Dirac spinors take this explicit block-diagonal form in the so-called
chiral representation for the Dirac algebra.
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3 Spinor Helicity Formalism

3.1 Spinor Indices

Let us now come back to the dotted and undotted index notation, that we just briefly
introduced for the vector representation of the Lorentz group, see Eq. (2.64). There we
wrote a momentum transforming under ( 12 ,

1
2 ) as

pȧb = (�µ)
ȧbpµ , (3.1)

and (conventionally) we decided that ȧ denotes a right-handed index, while b is left-handed.
Note, that pµ 2 SO+(1, 3) transforms as a Lorentz vector, while pȧb 2 SL(2,C) transforms
in the ( 12 ,

1
2 ) representation of the Lorentz group. Moreover, if pµ is a light-like vector, we

have
det (pȧb) = p2 = 0 , (3.2)

which implies that pȧb is not full-rank, but instead it is a 2⇥ 2 matrix of rank 1. Since any
rank-one 2⇥ 2 matrix can be written as the outer product of two vectors, we can define two
spinors �̃ȧ and �b such that

pȧb = �̃ȧ�b . (3.3)

Eq. (3.3) is one possible starting point to introduce the spinor-helicity formalism, where the
fundamental objects of interests are indeed the (two-dimensional) spinors �̃ȧ = |piȧ and
�b = |p]b.

Instead on jumping directly into the formalism, we will do a bit of a detour, which
allows us to get more comfortable with manipulating dotted and undotted indices. We start
from Eq. (2.64) and see how to generalize this index notation for physical Dirac spinors in�
1
2 , 0

�
�
�
0, 1

2

�
. For that purpose, let us explore some properties of the spinors.

We stress that here, as everywhere in these lectures except when clearly stated otherwise,
we will manipulate set of massless momenta assuming that they all correspond to incoming
particles. This implies that if we have N momenta pi, all corresponding scalar invariants
are positive, i.e.

2pi · pj = sij > 0 , with p2i = 0 , 8 i = 1, ... , N . (3.4)

Transformation under Complex Conjugation

First, let us examine how dotted and undotted indices behave under complex conjugation.
Given

pȧb =

0

@ p0 + p3 p1 � ip2

p1 + ip2 p0 � p3

1

A , (3.5)

we see that upon complex conjugation one finds

(pȧb)⇤ =

0

@ p0 + p3 p1 + ip2

p1 � ip2 p0 � p3

1

A = (pȧb)T = pbȧ . (3.6)

Since the indices are just dummy, this shows that complex conjugation exchanges dotted
and undotted indices.
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Raising and Lowering Indices: The Spinor Metric

As a second observation, recall that to go from left- to right-handed spinors (or the other
way around), one has to complex conjugate the spinors and multiply by ±i�2,

i�2 
⇤
L =  R ,

�i�2 
⇤
R =  L .

(3.7)

The matrix i�2 that we used to go from left- to right-handed spinors is special. Recalling
the definition of the Pauli matrices, one finds that

i�2 =

0

@ 0 1

�1 0

1

A , (i�2)(�i�2) = 12 . (3.8)

Let us have a look at how this matrix transforms under left- and right-handed Lorentz trans-
formations. Using the matrices for the left-handed Lorentz transformations from Eq.(2.56),
one easily finds

RL
j (i�2)(R

L
j )

T = BL
j (i�2)(B

L
j )

T = i�2 .

Similarly, for right-handed Lorentz boosts and rotations one finds

RR
j (i�2)(R

R
j )

T = BR
j (i�2)(B

R
j )

T = i�2 .

Hence, i�2 is invariant under left- and right-handed Lorentz transformations, similarly to
the metric gµ⌫ in standard Minkowski space. Indeed, i�2 can be used to raise and lower
spinor indices:

 a = (i�2)
ab b ,  ȧ = (i�2)

ȧḃ ḃ .

Let us then introduce the following convention, consistent with our choice in Eq. (2.64).
We start by saying that left-handed spinors have lower undotted indices, which gives

 L =  a ! ( L)
⇤ =  ȧ , (3.9)

where we used the fact that complex conjugation must send dotted to undotted indices and
vice versa. Now we know that we can obtain a right-handed spinor by acting with i�2. As
this is the metric in spinor space, its action will be that of raising the spinor index to give

 R = (i�2)( L)
⇤ = (i�2)

ȧḃ ḃ =  ȧ.

Then one can go from right- to left-handed spinors again by another complex conjugation
and by lowering the index with a new action of the metric (but remembering that we need
a minus sign!)

 L = (�i�2)( R)
⇤ = (�i�2)ab 

b . (3.10)

From this, we can conclude that i�2 acts as the metric in the space of dotted indices, while
�i�2 acts in the space of undotted indices. Now remember what we know:

i. complex conjugation swaps dotted and undotted indices,

ii. i�2 is real ) (i�2)⇤ = i�2 and (�i�2)⇤ = �i�2,
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and putting these equations together we get

(i�2)
ab = (i�2)

ȧḃ = "ab = "ȧḃ =

0

@ 0 1

�1 0

1

A .

(�i�2)ab = (�i�2)ȧḃ = "ab = "ȧḃ =

0

@0 �1

1 0

1

A ,

(3.11)

which guarantees

(i�2)
ac(�i�2)cb = "ac"cb = �ab =

0

@1 0

0 1

1

A . (3.12)

Spinor Products

Now that we have a notation for Weyl spinors and a metric in spinor space, we can define
the spinor products in the form  a�a =  a�b"ab. First of all, let us see how they transform
under Lorentz transformations:

 a�a =  a�b"ab !  0a�0b"ab =  c�d⇤a
c⇤

b
d"ab =  c�d"cd =  c�c ,

where ⇤ is a generic rotation or boost in spinor space. So as expected, left-handed spinor
products are invariant under Lorentz transformations. Similarly, one can define right-handed
spinor products  ȧ�ȧ, that is also Lorentz invariant. Importantly, spinor product are anti-
symmetric:

 a�a =  a�b"ab = � a�b"ba = ��a a .

In particular, this implies  a a = 0. It is important to stress here that we are building
spinor products of objects that are not Grassmann numbers! In fact, we intend to apply this
formalism to the wave functions that appear in the definition of the scattering amplitudes,
which also for spinors are simple c-numbers!1

Keeping track of dotted and undotted indices is especially confusing, in particular because
their nature is entirely conventional. We can simplify our life enormously by introducing a
new notation, which will ultimately allow us to forget about dotted and undotted indices
all together. We write

 a = [ a , �a = �]a , for left-handed spinors , (3.13)

 ȧ = h ȧ , �ȧ = �iȧ for right-handed spinors , (3.14)

such that spinor products among Weyl spinors can be written respectively

 a�a = [ �] ,  ȧ�
ȧ = h �i . (3.15)

3.2 Dirac Spinors

Since we will mainly deal with CP invariant theories, we will not use Weyl spinors very
often, but work instead with Dirac spinors, in the Chiral representation. We will focus on
the wave functions appearing in scattering amplitudes, i.e. the positive frequency solutions

1
One can alternatively build spinor products of Grassmann fields at the Lagrangian level, but this is not

what we are interested in doing here.
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u(p) for incoming particles and u(p) for outgoing particles, as well as the negative frequency
solutions v(p) for outgoing anti-particles and v(p) for incoming anti-particles. They satisfy
the Dirac equations

(/p�m)u(p) = 0 ,

(/p+m)v(p) = 0 .
(3.16)

We will mainly work with the massless case

/pu(p) = 0 , /pv(p) = 0 . (3.17)

We denote /p = pµ �µ and use the Chiral representation for the Dirac matrices

�µ =

0

@02 �µ

�µ 02

1

A ,

where �µ = (12,~�) and �
µ = (12,�~�). We also define a fifth gamma matrix

�5 =

0

@�12 02

02 12

1

A . (3.18)

With this we can also define the usual left and right chiral projectors

PL =
14 � �5

2
=

0

@12 02

02 02

1

A , PR =
14 + �5

2
=

0

@02 02

02 12

1

A . (3.19)

Using these projectors, we can separate the wave functions into a left- and right-handed part

uL,R = PL,R u(p) . (3.20)

So the wave function for a Dirac spinor is built out of a left- and a right-handed Weyl spinor

u(p) =

0

@uL(p)

uR(p)

1

A ,

which satify the Weyl equation

pµ�µuL(p) = pµ�µuR(p) = 0 . (3.21)

Now one can easily prove that, given a real momenta pµ, the object ũ(p) = (i�2)(uL(p))⇤

satisfies the Weyl equation pµ�µũ(p) = 0, i.e. ũ(p) is a right-handed spinor. Thus, as for
Lorentz spinors uL and uR are left- and right-handed spinors, being transformed into each
other by multiplying with ±i�2 and complex conjugation.

Writing out the Weyl equation in components, one finds

uL(p) = �
� · p

p0
uL(p) , uR(p) = +

� · p

p0
uR(p) , (3.22)
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i.e. uL(p) is an incoming particle with spin opposite to its momentum, while uR(p) is an
incoming particle with spin along its momentum. For massless particles, uL(p) also corre-
sponds to an outgoing right-handed anti-particle and vR(p) to an outgoing left-handed anti-
particle. Outgoing particles are conjugated spinors uL,R(p). Again, for massless particles
uL,R(p) can also denote incoming anti-particles with handedness switched uL,R(p) = vR,L(p).

One can show that an explicit solution to the Weyl equation is given by

uL(p) = ei↵

0

@� sin ✓
2e

�i�
2

cos ✓2e
i�
2

1

A . (3.23)

We will see soon that the overall phase is connected to the way spinors transform under the
Little group.

Spinor Helicity for Dirac Spinors

We will now switch to spinor helicity notation. Following our previous conventions for dotted
and undotted indices, in the chiral representation we denote uL(p) = ua and uR(p) = uȧ

and write

UL = |p] = Np

0

@ua

0

1

A ; UR = |pi = Np

0

@ 0

uȧ

1

A ;

UL = hp| = Np

⇣
0 uȧ

⌘
; UR = [p| = Np

⇣
ua 0

⌘
.

(3.24)

Note the slight abuse of notation: while we previously denoted right- and left-handed two-
dimensional Weyl spinors as u]a etc., we now dropped the square and angle brackets for the
Weyl spinors and used them to denote four-dimensional spinors instead. In many references,
the notation ua = |p]a is employed. In the end, the two notations can be used equivalently.
One only has to keep in mind whether two- or four-dimensional spinors are meant in some
particular cases.

Having introduced the spinor helicity notation for Dirac spinors, one can easily show
that

hpq] = [pqi = 0; hppi = [pp] = 0 . (3.25)

The first equation follows from simply multiplying the vectors. For the second equation, one
has to use the antisymmetry of the Weyl spinors

hppi = N2
puȧu

ȧ = 0 . (3.26)

Moreover, notice that for real momenta

hpqi⇤ = (ULUR)
⇤ = URUL = [qp] (3.27)

and consequently by antisymmetry

hpqi[qp] = �|hpqi|2 = �|[pq]|2 . (3.28)

Before figuring out what hpqi and [qp] are, we have to derive some other identities. We start
with the completeness relation

X

�

u�(p)u�(p) = /p = |pi[p|+ |p]hp| , (3.29)
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which simply follows from the definition of angle and square bracket spinors. Using (3.25)
and (3.29) one can write

hpqi[qp] = hp
�
|qi[q|+ |qi[q|

�
p] = hp|/q|p]

This can be computed realizing that any string of spinors beginning with an angle(square)
bracket of momentum p and ending with square(angle) bracket of the same momentum, can
be rewritten as a trace. It is easy to see how this works in the case at hand

hp|/q|p] =uL(p)/quL(p) = u(p)

✓
1 + �5

2

◆
/q

✓
1� �5

2

◆
u(p)

=ua

✓
1 + �5

2

◆

ab
/qbc

✓
1� �5

2

◆

cd

ud

=Tr


/p/q

✓
1� �5

2

◆�
= 2p · q ,

which makes sense for p · q > 0. We will see below how to analytically continue the spinors
for negative signs of the momenta. For real momenta, we can use (3.28) to write the spinor
products as

hpqi = ei�pq
p
|2p · q| , [pq] = �e�i�pq

p
|2p · q| . (3.30)

As we will see later on, the fact that spinor products go to zero as square-roots will be
extremely convenient to e�ciently parametrize the behaviour of amplitudes in so-called
collinear limits.

Let us make some final remarks on the notation. We have found for Dirac spinors

/p = |pi[p|+ |p]hp| . (3.31)

The equivalent formulas for Weyl spinors clearly read

|piȧ[p|b = pȧb , |p]ahp|ḃ = paḃ . (3.32)

This is consistent with Eq. (3.3), which we repeat here for convenience

pȧb = �̃ȧ�b , (3.33)

where �b = [p|b and �̃ȧ = |piȧ.

Spinor Identities for Dirac Spinors

In order to make the best out of this formalism, we now need to prove some useful identities
among spinor products. We already showed that

hpqi = �hqpi; [pq] = �[qp] (antisymmetry) (3.34)

hppi = [pp] = 0 (3.35)

hpqi = [qp]⇤ (complex conjugation for real momenta) (3.36)

hpqi[qp] = 2p · q . (3.37)

Spinor products also fulfil the following identities:

hp�µp] = [p�µpi = 2pµ (Gordon identity) (3.38)
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[p�µqi = hq�µp] (Conjugation) (3.39)

[p�µqi[k�µli = 2[pk]hlqi (Fierz identity) (3.40)

hp�µq]hk�µl] = 2hpki[lq]

hp�µq]�µ = 2(|q]hp|+ |pi[q|) (Fierz identity) (3.41)

|pi[p| =
1 + �5

2
/p (projectors) (3.42)

|p]hp| =
1� �5

2
/p

hpqihkli = hpkihqli+ hplihkqi (Schouten identity) (3.43)
nX

i=1

pi = 0

) [p|
nX

i=1

/pi|qi =
nX

i=1

[pi]hiqi = 0 (n-point momentum conservation) (3.44)

hp�µ1 ...�µ2n+1q] = [q�µ2n+1 ...�µ1qi (reversal for odd �µ) (3.45)

hp�µ1 ...�µ2nqi = �hq�µ2n ...�µ1qi (reversal for even �µ) (3.46)

We will now prove some of these identities.

Gordon (3.38)

hp|�µ|p] = uL(p)�
µuL(p) = u(p)

✓
1 + �5

2

◆
�µu(p) =

X

spins

uaub

✓
1 + �5

2

◆

bc

�µca

= Tr


/p

✓
1 + �5

2

◆
�µ

�
= 2pµ

(3.47)

Conjugation (3.39)

Let us calculate both sites separately. Let’s start with the left-hand site:

[p|�µ|qi = uR(p)�
µuR(q)

= NpNq

⇣
ua 0

⌘
0

@ 0 �µ

�µ 0

1

A

0

@ 0

uȧ

1

A

= NpNqu
a(p)(�µ)aȧu

ȧ(q)

(3.48)

For the right-hand site, we find similarly:

hq|�µ|p] = NpNq

⇣
0 uȧ

⌘
0

@ 0 �µ

�µ 0

1

A

0

@ua

0

1

A

= NpNquȧ(q)(�
µ)ȧaua(p)

= NpNqu
b(p)uḃ(q)"ab"ȧḃ(�

µ)ȧa

(3.49)

Using "ȧḃ(�
µ)ȧa"ab = (�i�2)ȧḃ(�

µ)ȧa(�i�2)ab = ((�µ)T )ḃb = (�µ)bḃ, we find that the right-
hand site and left-hand site agree.
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Fierz (3.40)

[p|�µ|qi[k|�µ|li = Nua(p)(�µ)aȧu
ȧ(q)ub(k)(�µ)bḃu

ḃ(l)

= 2Nua(p)uȧ(q)ub(k)uḃ(l)"ab"ȧḃ

= 2Nua(p)ua(k)uȧ(l)u
ȧ(q)

= 2[pk]hlqi

(3.50)

Where we introduced the shorthandN = NpNqNlNk. In the second line, we use (�µ)aȧ(�µ)bḃ =
2"ab"ȧḃ, which we will show in the exercises. The other Fierz identity follows analogously.

Projectors (3.42)

We have seen that
|pi[p|+ |p]hp| = uRuR + uLuL = /p . (3.51)

Moreover, we have PRuR = uR, PRuL = 0, PLuR = 0, PLuL = uL, leading to

|pi[p| =
1 + �5

2
/p and |p]hp| =

1� �5
2

/p . (3.52)

Schouten identity (3.43)

Since spinors are two-dimensional objects, only two spinors can in general be linearly inde-
pendent. This is the statement that is usually referred to as Schouten identity. Consider
now four spinors associated to the four vectors p, q, k, l. We can select two of them to be
independent and write |qi = A |ki+B |li. Contracting this identity with hk| and hl| one gets

hkqi = B hkli and hlqi = B hlki , (3.53)

which in turn implies

|pi =
hkqi

hkli
|li+

hlqi

hlki
|ki . (3.54)

Multiplying this equation through with hkli hp| and using asymmetry we find (3.43).

Analytic Continuation of the Spinors

While we mostly work in all-incoming or all-outgoing kinematics, real scattering amplitudes
involve both particles in the initial and final state. Moreover, as we will see later on, once
we deal with loops we will have to consider virtual particles flowing from one side to the
other of a so-called cut, and this will require us having a way to analytically continue the
spinors when pµ ! �pµ. There are di↵erent conventions we can follow, and various books
use di↵erent choices. Here we use the uniform convention

h�p| = ihp| , [�p| = i[p| , |� pi = i|pi , |� p] = i|p] . (3.55)

Clearly this analytic continuation just consists of redefining the spinors by a phase |� pi =
ei⇡/2|pi etc, and is consistent with

/p = |pi [p|+ |p] hp| ! �/p = |�pi [�p|+ |�p] h�p| = � (|pi [p|+ |p] hp|) . (3.56)

Note that this is also consistent with the formula we found for the product of a spinor
product and its complex conjugated

hpqi[qp] = 2p · q ! h(�p)qi[q(�p)] = �hpqi[qp] = �2p · q . (3.57)
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Transformation under Parity

Parity acts by reversing all helicities of the external particles. Take a Dirac spinor in the
Chiral representation which with our conventions reads

u(E, ~p) =

0

@uL(E, ~p)

uR(E, ~p)

1

A =

0

@ua(E, ~p)

uȧ(E, ~p)

1

A

Under Parity we have ~p ! �~p and therefore using the standard transformations of
spinors we see that

u(E, ~p)
P
�! u(E,�~p) = �0u(E, ~p) =

0

@ 0 �ḃȧ

�ab 0

1

A

0

@ua(E, ~p)

uȧ(E, ~p)

1

A =

0

@ uḃ(E, ~p)

ub(E, ~p) ,

1

A (3.58)

where 1 = �ab = �ȧ
ḃ
. In terms of spinor products introduced above, this means e↵ectively

|pi
P
�! |p] , |p]

P
�! |pi (3.59)

so that we see that parity swaps angle and square brackets hi $ []

Transformation under Charge Conjugation

Charge conjugation exchanges a quark and anti-quark without changing their spin. In the
massless case, this is is equivalent to a flip of the helicity of the quark line. Indeed, using
the relation between antiparticles and particle we find

u(E, ~p)
C
�! v(E, ~p) = (�i�2)(u(E, ~p))⇤ =

0

@ 0 (i�2)ba

(�i�2)ḃȧ 0

1

A

0

@uȧ(E, ~p)

ua(E, ~p)

1

A (3.60)

=

0

@uḃ(E, ~p)

ub(E, ~p)

1

A = �0u(E, ~p) (3.61)

The charge conjugation operator therefore acts on the spinor products in the same way as
Parity, by swapping angle and square brackets

|pi
C
�! |p] , |p]

C
�! |pi . (3.62)

Notice that this is consistent with the action of the charge conjugation operator on spinor
fields which reads

C (x)C�1 = �i�2�0( ̄)T = �i�2�0( †�0)T = �i�2 ⇤

which is defined up to a phase.

Little Group Scaling

We started this discussion searching for a way to represent scattering amplitudes, which
makes their transformation properties under the little group manifest. Let us now get back
to this. Recall, that given a momentum pµ, the little group is the set of transformations that
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leaves pµ invariant. We also found that in the Dirac representation of the Lorentz group we
can write a four-momentum as

/p = |pi [p|+ |p] hp| . (3.63)

Now it’s easy to see that for p to be invariant, there is only one admissible transformation

|pi ! z |pi ; |p] !
1

z
|p] , (3.64)

where z 2 C. Notice that both hp| and |pi must transform in the same way (and similarly
[p| and |p]), which in turn implies

hp| ! z hp| ; [p| !
1

z
[p| . (3.65)

Now, since real momenta we have |pi⇤ = [p|, then it’s easy to see z has to be a phase

|pi⇤ = z⇤ |pi⇤ =
1

z
[p| , ! |z|2 = 1 , z = ei� , (3.66)

i.e. the Little Group acts as a phase change on the spinors, as already anticipated.

3.3 Spin-1 Particles

We will be mainly interested in calculations in Yang Mills theories. We now know how
to nicely represent massless spin-1/2 particles (quarks and leptons), but we still have not
discussed what we can say about massless gauge bosons, as photons and gluons. It is
actually relatively easy to derive a representation for the polarization vectors of massless
spin-1 particles using spinor-helicity formalism.

As for spinors, we assume all particles are incoming. Since we are interested in repre-
senting on-shell physical particles, we assume we are working in a class of physical gauges
usually referred to as axial gauges, which are specified by requiring that the polarization
vector is orthogonal to a fixed direction rµ. We will also assume that r2 = 0, e↵ectively
working in a so-called light-cone gauge. In this class of gauges, polarization vectors fulfil

"µ("
µ)⇤ = �1 (Normalization) ,

pµ"
µ = 0 (Transversality) ,

rµ"
µ = 0 (Gauge fixing) .

(3.67)

Notice that the two conditions of transversality and gauge fixing impose that the polarization
is confined in a 2-dimensional plane, as expected. With this choice the completeness relation
for the polarizations reads

X

� pol

"µ�"
⇤⌫
µ = �gµ⌫ +

kµr⌫ + k⌫rµ

k · r
. (3.68)

We can construct an explicit representation for the polarization vectors in this class of
gauges as follows. We start by defining two four-vectors

⌘µ1 = [r�µpi and ⌘µ2 = hr�µp], with (⌘µ1 )
⇤ = ⌘µ2 , (3.69)

which clearly satisfy
⌘µ1,2rµ = ⌘µ1,2pµ = 0 . (3.70)
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It is then easy to see that ⌘1 and ⌘2 are orthogonal but not properly normalized, i.e.

(⌘µ1 )
⇤⌘2µ = 0 , ⌘⇤1 · ⌘1 = hr�µp][r�µpi = 2 hrpi [rp] . (3.71)

Now, this implies that ⌘µ1,2 span the space orthogonal to the two momenta pµ, rµ, which
is exactly where a transverse, physical polarization vector for a massless spin-1 particle is
supposed to be defined. In fact, given two massless vectors pµ and rµ, every four-dimensional
vector can be decomposed as

vµ = ↵pµ + �rµ + �⌘µ1 + �⌘µ2 . (3.72)

With this, it is the natural to define for the two polarizations vector through the two or-
thogonal vectors

"µ1 (p, r) =�
[r�µpi
p
2[rp]

= ("µ�)
⇤ = "µ+ ,

"µ2 (p, r) = +
hr�µp]
p
2 hrpi

= ("µ+)
⇤ = "µ� ,

(3.73)

where we remind that we working in the the all-incoming convention. Together with having
the expected orthogonality properties "µ1,2pµ = "µ1,2rµ = 0, we also easily see that they are
properly normalized

("µ+)
⇤("+µ) =

hr�µp]

2 hpri

hp�µr]

[pr]
=

hrpi [rp]

hpri [rp]
= �1 , and

("µ+)
⇤("�µ) = ("µ�)

⇤("+µ) = 0 .

(3.74)

Hence, "µ+,� produces states with helicity +,�, respectively, as one can check explicitly by
acting on these states with the helicity operator.

Let us make another comment about their gauge covariance. In particular, we would
like to see explicitly that changing the vector rµ corresponds to a gauge transformation in
the class of the light-cone axial gauges which we are using. Take two polarization vectors
"�µ (p, r) and "

�
µ (p, q) depending on two di↵erent gauge vectors rµ and qµ and compute their

di↵erence. We then have

"�µ (p, r)� "�µ (p, q) =
1
p
2


hr�µp]

hrpi
�

hq�µp]

hqpi

�

=
1
p
2

hr�µp] hqpi � hq�µp] hrpi

hrpi hqpi

= �
1
p
2

hr�µ/pqi � hq�µ/pri

hrpi hqpi

= �
1
p
2

hr(�µ/p+ /p�µ)qi

hrpi hqpi

= �
1
p
2


2 hrqi

hrpi hqpi

�
pµ ,

(3.75)

where we used �µ/p+ /p�µ = p⌫{�µ, �⌫} = 2pµ. Hence, we find that the di↵erence of the two
polarization vectors is proportional to pµ. Now recall that polarization vectors only appear
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in the amplitude as "µMµ and the Ward identity states that, as long as all other gauge
bosons are on-shell,

pµM
µ = 0 . (3.76)

This shows that changing the arbitrary vector rµ corresponds to a gauge transformation and,
through the Ward identities, does not a↵ect the final result for the scattering amplitude.
We stress here a very important fact: we are allowed to choose a di↵erent gauge vector for
each external gauge boson, independently! This will be very important later on to simplify
complex calculation.

Following the discussion in section 3.2 we can study the transformation of "µ± under
the little group. As the polarization depends on two momenta, we can transform both
independently and we see that

"µ+ = �
[r�µpi
p
2[rp]

)

(
LG(p) "µ+ ! z2"µ+
LG(r) "µ+ ! "µ+

"µ� = +
hr�µp]
p
2hrpi

)

(
LG(p) "µ� ! z�2"µ�
LG(r) "µ� ! "µ�

,

(3.77)

where LG(q) means that we have performed a little group transformation on the momen-
tum qµ. We see that the polarization vectors scale as twice a spin-1/2 particle under little
group transformations on the momentum pµ, which indicates these are particles of spin-1.
Moreover, they are invariant under the Little group of r, another manifestation of the fact
that rµ is just a gauge momentum.

Notice, that all relations among spinor products must respect the correct scaling, which
provides a very powerful way to check manipulations on spinor products and scattering am-
plitudes in general. In fact, we know that scattering amplitudes must transform under the
little group. Consequently, this representation allows us to constraint the form of (massless)
scattering amplitudes in terms of which |pi or |p] are allowed to appear. Since the scatter-
ing amplitude for massless particles is a function of momenta and polarizations, it can be
rewritten as combinations of angle and square brackets only. For each external particle, the
amplitude must then scale properly under the little group:

A(p1, ..., pi, ..., pN ) ! A(p1, ...,W
µpiµ, ..., pN ) = z+2hiA(p1, ..., pi, ..., pN )

where hi is the helicity of particle i. For a fermion of helicity �
1
2 , this gives 1/z, i.e. the

fermion is left-handed. Equivalently, for h = + 1
2 , this gives a factor of z corresponding to a

right-handed particle.

The action of parity on the scattering amplitude

When studying the action of parity on spin-1/2 objects, we have seen that it swaps angle and
square brackets. How can we implement its action on a scattering amplitude corresponding
to a mixture of spin-1/2 and spin-1 particles? To answer this question, we first notice that by
simply changing angle to square brackets, we don not fully implement parity on the bosons.
Parity should swap plus and minus helicities, which is obtained by swapping brackets and
with an extra minus sign, in fact:

"µ+ = �
[r�µpi
p
2[rp]

hi$[]
�! �

hr�µp]
p
2hrpi

= �"µ� (3.78)
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"µ� = +
hr�µp]
p
2hrpi

hi$[]
�! +

[r�µpi
p
2[rp]

= �"µ+ . (3.79)

So we can write
"µ+

P
�! �("µ+)hi$[] , "µ�

P
�! �("µ�)hi$[] .

With this, consider now an amplitude which involves n gluons and N � n fermions and
assume the amplitude is written in terms of spinor products. The rule to transform it under
parity can then be written as

A({p1, ..., pn}, {pn+1, ..., pN})
P
�! (�1)n [A({p1, ..., pn}, {pn+1, ..., pN})]hi![] . (3.80)

It’s easy to convince yourself that an amplitude with only external fermions and no external
bosons, always contains an even number of spinor products.2 On the other hand, each vector
boson adds one single spinor product (in the denominator of eqs. (3.73)), so a simple rule
to account for the action of parity on an amplitude with bosons and fermions is to swap all
square and angle brackets also swapping the order of the momenta in each spinor product.
This is exactly the action of complex conjugation on the spinor products! So we could
equally state that parity acts by complex conjugating all spinor products in the amplitude.
In formulas

A({p1, ..., pn}, {pn+1, ..., pN})
P
�! [A({p1, ..., pn}, {pn+1, ..., pN})]hiji$[ji] (3.81)

= [A({p1, ..., pn}, {pn+1, ..., pN})]⇤ (3.82)

where complex conjugation acts only on the spinors.

3.4 Spinor Helicity Formalism in QED

qL

q̄L

g
p1

p2

Figure 3: Feynman Diagram of the left-handed fermion line h2�µ1].

Let’s see now how the spinor helicity formalism can be helpful to compute tree-level
amplitudes of massless particles. We start with two examples in QED.

Example 1. e+e� ! µ+µ�

We consider the scattering of two massless electrons into two massless muons in QED as
given in fig. 4. As always we assume all momenta incoming.

2
We will see many examples of this below, but in general this is because external fermions always come in

pairs, i.e. fermion lines always start with a fermion and end with an antifermion (in all incoming kinematics).
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e�

e+

µ�

µ+

p2

p1

�

p3

p4

Figure 4: Feynman diagram of e+e� ! µ+µ� at tree-level.

Using standard QED Feynman rules, the amplitude is

iM�1�2�3�4 =
�ie2

q2
u�1(p1)�

µu�2(p2)u�4(p4)�µu�3(p3) (3.83)

with q = (p1 + p2)2 = (p3 + p4)2. Electrons and muons can have two polarizations each,
which we call L or R. Let us use spinor-helicity to compute the so-called helicity amplitudes.
Helicity must be conserved along a massless fermion line, and in fact we see that there are
4 possible non-zero combinations, which we can easily compute directly from (3.83)

MLL,LL =�
e2

q2
h1�µ2]h4�µ3] = �

2e2

q2
h14i [32]

MLL,RR =�
e2

q2
h1�µ2][4�µ3i = �

e2

q2
h1�µ2]h3�µ4] = �

2e2

q2
h13i [42]

MRR,LL =�
e2

q2
[1�µ2ih4�µ3] = �

e2

q2
[1�µ2i[3�µ4i = �

2e2

q2
[13] h42i

MRR,RR =�
e2

q2
[1�µ2i[4�µ3i = �

2e2

q2
[14] h32i .

All other combinations, which involve an helicity flip along the fermion line, are identically
zero by direct calculation.

Clearly, not all combinations are independent. QED is invariant under CP transfor-
mations and using the transformation properties under parity derived in section 3.3, as
expected

MLL,LL = (MRR,RR)
⇤ , MRR,LL = (MLL,RR)

⇤ . (3.84)

It is also easy to see that all amplitudes scale as expected under the little group transfor-
mation associated to each external particle. For example, for MLL,LL we see that by doing
a little group transformation on p1 or p4, the amplitude scales as M ! zM, while the same
transformation on p2 or p3 generate the opposite scaling M ! 1/zM, as expected (remem-
ber that particles and antiparticles scale in the opposite way). Finally, one can see that
the helicity amplitudes squared (and therefore the cross-sections) are individually invariant
under little group transformations.

Introducing the usual Mandelstam variables s = (p1 + p2)2, t = (p1 + p3)2 and u =
(p2 + p3)2 it is easy to see that

|MLL,LL|
2 = |MRR,RR|

2 =
4e4

q4
h14i [32][41] h23i =

4e4

q4
(2p1 · p4)(2p2 · p3) =

4e4

s2
u2 .
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Similarly, we get

|MLL,RR|
2 = |MRR,LL|

2 =
4e4

q4
h13i [42][31] h24i =

4e4

q4
(2p1 · p3)(2p2 · p4) =

4e4

s2
t2 .

From these results, we can compute the spin averaged amplitude

1

4

X

spins

|M |
2 =

1

4
2(|MLL,LL|

2 + |MLL,RR|
2)

= 2e4
✓
t2 + u2

s2

◆
= e4 (1 + cos2 ✓) ,

(3.85)

where we parametrized t = �
s
2 (1� cos ✓) and u = �

s
2 (1 + cos ✓).

Example 2. e+e� ! ��

As a second example, we consider the scattering of an electron and a positron to produce
two photons (which are spin-1 particles). Again, we assume all particles to be incoming.
The two corresponding Feynman diagrams are depicted in fig.5.

e��2

e+�1

��3

��4

p2

p1 p3

p4

(a)

e��2

e+�1

��3

��4

p2

p1 p3

p4

(b)

Figure 5: Feynman diagrams of e+e� ! �� at tree-level

The Amplitude is given by

iM�1�2�3�4 = �ie2u�2(p2)


�µ⌫

�
u�1(p1)"

µ
�3
"⌫�4

, (3.86)

where

�µ⌫ =
�⌫(/p2 + /p4)�µ

(p2 + p4)2
+
�⌫(/p2 + /p3)�µ

(p2 + p3)2
=
�⌫(/p2 + /p4)�µ

t
+
�⌫(/p2 + /p3)�µ

u
. (3.87)

Again, helicity along massless fermion lines is conserved, which implies �1 = �2 for the
electron and the positron. This can be seen explicitly, as there are always three �-matrices
between the two spinors. Hence, we have 2 possible helicities for the fermions, times 2⇥2 for
the photons, leaving us with a total of 8 helicity amplitudes. As for the previous example,
invariance under CP transformations allows us to compute only half of these configurations.
Let us start by fixing the fermion helicities in the two independent ways, the amplitudes
then become

iMLL,�3�4 = �ie2 h2|�µ⌫ |1]"
µ
�3
"⌫�4

iMRR,�3�4 = �ie2[2|�µ⌫ |1i "
µ
�3
"⌫�4

.
(3.88)
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Consider now the case where the two photons have the same helicity. For two photons
of helicity +, the polarization vectors are given by

"µ+(p3, q3) = �
[q3�µ3i
p
2[q33]

, "⌫+(p4, q4) = �
[q4�⌫4i
p
2[q44]

, (3.89)

where we have left the gauge vectors qi unspecified for now. In order to compute explicitly
the amplitudes in Eq. (3.88), we start by obtaining an expression for the polarization vectors
contracted with �µ. Using Little Group scaling we can write the following general Ansatz

�µ
[q3�µ3i
p
2[q33]

=
1

p
2[q33]


A|q3] h3|+B |3i [q3|

�
. (3.90)

The coe�cients A and B can be determined by taking Matrix elements with generic momenta

hk

✓
�µ

[q3�µ3i
p
2[q33]

◆
l] =

hk�µl][q3�µ3i
p
2[q33]

=
2hk3i[q3l]
p
2[q33]

!
=

Bhk3i[q3l]
p
2[q33]

)B = 2 ,

(3.91)

where we used the Fierz identity in the third step. Similarly, for A

[k|

✓
�µ

[q3�µ3i
p
2[q33]

◆
|li =

[k�µli[q3�µ3i
p
2[q33]

=
2[kq3] h3li
p
2[q33]

!
=

A[kq3] h3li
p
2[q33]

)A = 2 ,

(3.92)

where we again used the Fierz identity. Using then Eq. (3.90), the contraction of the
polarization vectors with the gamma matrices gives

/"+(p3, q3) = �µ"
µ
+(p3, q3) = �

p
2

[q33]

�
|q3] h3|+ |3i [q3|

�
,

/"+(p4, q4) = �⌫"
⌫
+(p4, q4) = �

p
2

[q44]

�
|q4] h4|+ |4i [q4|

�
.

(3.93)

Using these equations, we see that in MLL,++ only two pieces survive

h2 |/"+(p4, q4)(/p2 + /p4)/"+(p3, q3) |1] / h24i [q4(...)3i[q31] ,

h2 |/"+(p3, q3)(/p2 + /p3)/"+(p4, q4) |1] / h23i [q3(...)4i[q41] ,
(3.94)

where the explicit expression in the brackets (...) is immaterial. It is then easy to see that
by making the gauge choice q3 = p1 and q4 = p1, one finds MLL,++ = 0, i.e. the amplitude
to produce two photons of equal positive helicity is zero. By using invariance under CP, this
also implies MRR,�� = 0 .

We can repeat the calculation for MRR,++ and we find

[2 |/"+(p4, q4)(/p2 + /p4)/"+(p3, q3) |1i / [2q4]h4(...)q3]h31i ,

[2 |/"+(p4, q4)(/p2 + /p4)/"+(p3, q3) |1i / [2q3]h3(...)q4]h41i ,
(3.95)

which again is identically zero if we choose q4 = p2 and q3 = p2. By CP invariance this
also implies MLL,�� = 0. So we have shown, that at tree level, all helicity amplitudes with
photons with equal helicity are all identically zero

MRR,++ = MLL,�� = MLL,++ = MRR,�� = 0 . (3.96)
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We will see more of such cases later on in the course.
Let us proceed by considering the amplitudes where the photons have opposite helicities.

Again, CP invariance implies that

MLL,+� = MRR,�+ , MLL,�+ = MRR,+� (3.97)

and consequently there are only 2 independent non-zero amplitudes which we need to com-
pute. Repeating the same exercise as before for photons of negative helicities we find

/"3� = �µ"
µ
�(p3, q3) =

p
2

hq33i

�
|3] hq3|+ |q3i [3|

�

/"4� = �⌫"
⌫
�(p4, q4) =

p
2

hq44i

�
|4] hq4|+ |q4i [4|

�
.

(3.98)

With this, we can now compute MLL�+:

MLL�+ = e2 h2|


/"4+( /p2 + /p4)/"3�

t
+

/"3�( /p2 + /p3)/"4+
u

�
|1] . (3.99)

Again we exploit the freedom to choose the gauge of the external photons to simplify the
computation as much as possible. We notice that by choosing in particular q3 = p2 and
q4 = p1 only one term for the first diagram (t-channel) survives, while the entire diagram
corresponding to the u-channel drops out. We can simplify this further as follows

MLL�+ =e2
2

h23i [14]

h24i [1(/2 + /4)2i[31]

t

=e2
2

h23i [14]

h24i [1/42i[31]

t

=
2e2

h23i [14]

h24i [14]h42i[31]

t
= �2e2

h24i2 [31]

h23i t
,

(3.100)

and using t = h13i [13], we finally find for the amplitude

MLL�+ = �2e2
h24i2

h13i h23i
. (3.101)

Similarly for the other choice of photon helicities, by fixing q3 = p1 and q4 = p2, we find

MLL+� = �2e2
h23i2

h14i h24i
, (3.102)

which, as expected, is just MLL�+ with 3 $ 4 exchanged.
We have now everything to compute the amplitude squared

|M |
2 = 2

�
|MLL+�|

2 + |MLL�+|
2
�

= 8e4
✓

(h23i [32])2

h24i [42] h14i [41]
+

(h24i [42])2

h23i [32] h13i [31]

◆

= 8e4
✓
u2

tu
+

t2

ut

◆
= 8e4

✓
u

t
+

t

u

◆
.

(3.103)
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4 Colour Ordering

4.1 A First Example of Colour Ordering: qq ! gg

We have seen how spinor helicity-formalism simplifies the computation of scattering ampli-
tudes with massless particles in QED, which is an abelian gauge theory based on the group
U(1). Let us now discuss what changes in a non-abelian gauge theory as QCD based on
SU(N). We will start with an explicit example. We consider the production of two gluons
in quark anti-quark annihilation. Again, we take all particles to be incoming

q(p1) + q(p2) + g(p3) + g(p4) ! 0 . (4.1)

There are three tree-level diagrams, see Figure 6.

qj

qi

gb

ga

p2

p1 p3

p4

(a)

qj

qi

gb

ga

p2

p1 p3

p4

(b)

qj

qi

gb

ga
p1

p2

p3

p4

(c)

Figure 6: Feynman diagrams of qq ! gg at tree-level.

Recall, that the quark-gluon coupling is given by �igs�µtaij , where gs is the strong
coupling, a in an index in the adjoint representation and i, j are in the fundamental repre-
sentation. The taij are the generators of SU(N) obeying

Tr[tatb] =
�ab

2
, [ta, tb]ij = ifabctcij . (4.2)

The first two diagrams correspond to those we already know from QED – we refer to them as
the Abelian part M [A]. They can just be obtained from e+e� ! �� by exchanging e $ gs.
Let us show this more explicitly:

iM [A]
�11�2�3�4

= �ig2su�2(p2)
⇥
�µ⌫

⇤
u�1(p1)"

µ
�3
"⌫�4

with �µ⌫ =
�⌫(/p2 + /p4)�µ

t
tbjkt

a
ki +

�µ(/p2 + /p3)�⌫

u
tajkt

b
ki

(4.3)

where the only di↵erence to the QED amplitude is the appearance of the SU(N) generators
taij . It is easy to see that, by repeating the arguments in the previous section, that the

Abelian part M [A] will only be non-vanishing for opposite gluon helicities.
Let us move on and consider the non-Abelian part corresponding to the third diagram.

The 3-gluon (and 4-gluon) vertices are produced by the non-Abelian part of the field strength
tensor

Fµ⌫ = �µA⌫ � �⌫Aµ �
ig
p
2
[Aµ, A⌫ ] , (4.4)
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where Aµ = Aa
µta. The third diagram contribution to the scattering amplitude reads then

iM [NA]
�11�2�3�4

= ig2su�2(p2)�
�u�1(p1)


� i

�cdg⇢�
(p1 + p2)2

�
tdjif

abc

⇥


gµ⌫(p⇢3 � p⇢4) + g⌫⇢(pµ4 � pµ12) + gµ⇢(p⌫12 � p⌫3)

�
"3µ"4⌫

= g2su�2�⇢u�1

fabd

s
tdji

⇥


"3 · "4(p3 � p4)

⇢ + "⇢4("3 · p4 � "3 · p12) + "⇢3("4 · p12 � "4 · p3)

�

= g2su�2�⇢u�1

fabd

s
tdji


"3 · "4(p3 � p4)

⇢ + 2"⇢4("3 · p4) + 2"⇢3("4 · p12)

�
,

(4.5)

where in the last step, we used momentum conservation

p12 = p1 + p2 = �p3 � p4 (4.6)

and transversality for the external physical gluons ✏i · pi = 0, which allows us to write
"3 · p12 = �"3 · p4 and "4 · p12 = �"4 · p3.

Let us now focus on the colour factors. Using (4.2) we find

fabdtdji = �i


tajkt

b
ki � tbjkt

a
ki

�
= itbjkt

a
ki � itajkt

b
ki . (4.7)

These are the same colour factors of diagram 1 and diagram 2. We can therefore write the
total amplitude including all three diagrams as

M = M1(t
bta)ji +M2(t

atb)ji . (4.8)

We call M1 and M2 colour ordered amplitudes. Note, that the non-Abelian part contributes
to both colour ordered amplitudes. As we will discuss more in general below, one of the
reasons why it is useful to work with colour ordered amplitudes is that they are independently
gauge invariant. This can be seen explicitly for the present case, realising that any gauge
transformation cannot move terms from M1 to M2 or vice versa, since gauge transformations
do not a↵ect the colour factors and the two colour factors are independent. The two diagrams
can be denoted as M(1243) and M(1234) as depicted in fig.7, where the numbers indicate
the ordering of the coloured particles following them in the anti clock-wise direction.

2

1 3

4

(a) M(1243)

2

1 4

3

(b) M(1234)

Figure 7: Colour ordered amplitudes.
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Clearly, since M(1243) = M(1234)|3$4, it is su�cient to compute one of the two pieces
to obtain the other by swapping the two gluons. So we only need one of the Abelian diagrams
and one piece of the non-Abelian one. Let’s do this explicitly, by computing first the second
colour ordered amplitude:

M(1234) = g2s

⇢
u�2/"

�3

3

/p2 + /p3
s23

/"�4

4 u�1

+
u�2�

µu�1

s12


"�3
3 · "�4

4 (p3 � p4)µ + 2"�3
3 · p4"

�4
4µ � 2"�4

4 · p3"
�3
3µ

��
.

(4.9)

We can now easily find the other colour ordered amplitude by swapping 3 $ 4:

M(1243) = �g2s

⇢
u�2/"

�4

4

/p1 + /p3
s13

/"�3

3 u�1

+
u�2�

µu�1

s12


"�3
3 · "�4

4 (p3 � p4)µ + 2"�3
3 · p4"

�4
4µ � 2"�4

4 · p3"
�3
3µ

��
.

(4.10)

Even with the addition of the non-abelian contribution, it is easy to show that for equal
photon helicity, the amplitude vanishes, i.e.

M(1243)LL�� = M(1243)LL++ = M(1243)RR�� = M(1243)RR++ = 0 . (4.11)

Therefore, as in QED, there are only two independent helicity configurations that should
be computed (LL�+, LL+�) since the other two (RR+�, RR�+) are related by charge
and parity conjugation.3 Let us start by computing the following amplitude:

M(1234)LL�+ =g2s


h2|/"�3

✓
/p2 + /p3

s23

◆
/"+4 |1]

+
h2�µ1]

s12

✓
"�3 · "+4 (p3 � p4)

µ + 2"�3 · p4"
+
4µ � 2"+4 · p3"

�
3µ)

◆�
.

(4.12)

Taking q3 = p4 and q4 = p3 we have "3 · p4 = "4 · p3 = 0 and the second and third term in
the round bracket vanish. For the first term in the bracket, we can realize that

"�3 · "+4 ⇠ h4�µ3][3�µ4i = h4�µ3h4�µ3 = 0 , (4.13)

to see that it also vanishes. Hence, with this gauge choice the non-Abelian part does not
contribute at all (!), and the amplitude reads

M(1234)LL�+ = g2sh2|/"
�
3

✓
/p2 + /p3

s23

◆
/"+4 |1] . (4.14)

Using the expressions we found for the polarization vectors in (3.93) and (3.98) the amplitude
becomes

M(1234)LL�+ = �
2g2s

[34] h43i

1

s23
h24i [3(/p2 + /p3)4i[31]

= �2g2s
h24i [32] h24i [31]

h43i [34]s23

= �2g2s
h24i2 [32][31]

h43i [34] h23i [32]

= +2g2s
h24i2

h34i h23i

[31]

[34]

. (4.15)

3
We are using the fact that QCD, as QED, is CP invariant. Charge conjugation is required to swap quark

and antiquark.
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We can manipulate this result a bit further to bring it into a more standard form

M(1234)LL�+ = 2g2s
h24i2

h34i h23i

[31]

[34]

= 2g2s
h24i2

h34i h23i

[31]

[34]

h12i h41i h24i

h12i h41i h24i

= 2g2s
h24i3 h41i

h12i h34i h23i h41i

[31] h12i

[34] h24i
.

(4.16)

Finally, using momentum conservation

[34] h24i = �[24] h42i = [31] h12i , (4.17)

we find

M(1234)LL�+ = 2g2s
h24i3 h41i

h12i h23i h34i h41i
. (4.18)

From here, we can also easily check the scaling for the various particles

p1 ! z1�1�1 = 1/z

p2 ! z3�1�1 = 1/z

p3 ! z�2

p4 ! z1+3�2 = z2 ,

(4.19)

which is what could have been expected from the helicity of the individual particles in the
game.

4.2 Colour Ordering for n-Gluon Amplitudes

Colour ordered amplitudes are simple, and from one amplitude we can obtain the others
using crossing symmetries. Let’s see how this works for n-gluon amplitudes. First of all, we
follow the standard conventions and rescale the colour generators as follows:

ta =
T a

p
2
) Tr[T aT b] = �ab , (4.20)

which has the practical e↵ect of moving a factor of
p
2 from the colour algebra identities to

the Feynman rules.
Let us then start o↵ by considering the simplest gluon amplitude, 4-gluon scattering,

taking as usual all momenta to be incoming:4

gaµ(p1) + gb⌫(p2) + gc�(p3) + gd�(p4) ! 0 . (4.21)

There are four di↵erent tree-level diagrams, where we highlight in particular the colour
structure

1, µ, a

2, ⌫, b 3,�, c

4,�, d

⇠

�ig2

fabef cde(gµ�g⌫� � gµ�g⌫�)

+facef bde(gµ⌫g�� � gµ�g⌫�)

+fadef bce(gµ⌫g�� � gµ�g⌫�)

� , (4.22)

4
Three gluon scattering for real momenta cannot happen due to momentum conservation. We’ll say more

about this later in these lectures.
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1, µ, a

2, ⌫, b 3,�, c

4,�, d

⇠ fabef cde , (4.23)

4,�, d

1, µ, a 2, ⌫, b

3,�, c

⇠ fadef bce , (4.24)

1, µ, a

3,�, c 2, ⌫, b

4,�, d

⇠ facef bde . (4.25)

There are three di↵erent products of structure constants fabc. In order to rewrite them in
standard form, we can use Tr[T aT b] = �ab and [T a, T b] = i

p
2fabcT c to prove

Tr
�
[T a, T b]T c

�
= i

p
2fabc , (4.26)

which implies for the structure constants fabc

fabc = �
i
p
2

2
Tr

�
[T a, T b]T c

�

= �
i
p
2


Tr

�
T aT bT c

�
� Tr

�
T aT cT b

��
,

(4.27)

where we used cyclicity of the trace in the last step. Using this relation, each product of the
form fabcf cde generates four terms:

fabef cde
⇠


Tr

�
T aT bT e

�
� Tr

�
T aT eT b

��
⇥


Tr

�
T cT dT e

�
� Tr

�
T cT eT d

��
. (4.28)

Let us consider them separately. We start with the first term:

Tr
�
T aT bT e

�
Tr

�
T cT dT e

�
= T a

ijT
b
jkT

e
kiT

c
lmT d

mnT
e
nl

= T a
ijT

b
jkT

c
kmT d

mi �
1

N
T a
ijT

b
jiT

c
lmT d

ml

= Tr
�
T aT bT cT d

�
�

1

N
Tr

�
T aT b

�
Tr

�
T cT d

�
,

(4.29)

where we used the Fierz identity

T e
kiT

e
lm = �kl�in �

1

N
�ki�nl (4.30)
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in the second step. For the other terms, we find equivalently

Tr
�
T aT bT e

�
Tr

�
T cT eT d

�
= Tr

�
T aT bT dT c

�
�

1

N
Tr

�
T aT b

�
Tr

�
T cT d

�

Tr
�
T aT eT b

�
Tr

�
T cT dT e

�
= Tr

�
T aT cT dT b

�
�

1

N
Tr

�
T aT b

�
Tr

�
T cT d

�

Tr
�
T aT eT b

�
Tr

�
T cT eT d

�
= Tr

�
T aT dT cT b

�
�

1

N
Tr

�
T aT b

�
Tr

�
T cT d

�
.

(4.31)

We note here in passing that all terms proportional to 1/N originate from the fact that
we are working in SU(N) instead of in U(N). We will have more to say about this soon.
Interestingly, summing the four terms, we find that the 1/N parts cancel and we obtain

fabef cde
⇠ Tr

�
T aT bT cT d

�
� Tr

�
T aT bT dT c

�

� Tr
�
T aT cT dT b

�
+Tr

�
T aT dT cT b

�

= Tr
�
1234

�
� Tr

�
1243

�
� Tr

�
1342

�
+Tr

�
1432

�
.

(4.32)

For the other two combinations of colour factors we find similar expressions. Putting every-
thing together, we get

Mgggg = M1Tr(1234) + all permutations of (2,3,4)

=
X

�2P3

M4g[1�(2, 3, 4)]Tr(1�(2, 3, 4)) , (4.33)

where M4g[ijkl] is a colour ordered 4 gluon amplitude amplitudes. The total number of
terms corresponds to the number of permutations of (2, 3, 4) which is 3! = 6. The result and
the procedure to obtain it deserve some discussion.

Remark 1

Let’s first of all go back to our comment about SU(N) versus U(N). In order to expose the
colour traces, we have used two identities valid for SU(N):

fabc = �
i
p
2


Tr

�
T aT bT c

�
� Tr

�
T aT cT b

��

T e
kiT

e
lm = �kl�in �

1

N
�ki�nl (Fierz) .

(4.34)

The Fierz identity above, can be also interpreted as the statement that the generators of
SU(N) form a complete set of traceless, hermitian N ⇥N matrices, where the tracelessness
condition derives from the fact that matrices in SU(N) have unit determinant.

If instead of SU(N) we were to consider U(N) = SU(N) ⇥ U(1), we would get an
additional generator

T
aU(1)

ij =
1

p
N
�ij . (4.35)

The extra generator modifies the completeness relation above which becomes

T a
ijT

a
kl = �il�jk for U(N) . (4.36)

The additional generator, being an identity matrix, commutes with all other generators, i.e.
it does not interact with the gluons. For this reason, this extra generator is often referred
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to as a “photon”. In general, this extra photon could couple to fermions via the usual QED

vertex  �µ AU(1)
µ , but it cannot couple to gluons. It is now easy to see that we could

have guessed from the beginning that all terms proportional to 1
N �ij�kl would vanish in any

tree-level n-gluon amplitude, because at this order fermions cannot appear in any Feynman
diagram! For this reason, when computing tree-level n-gluon amplitudes in YM theory, we
can e↵ectively use the U(N) colour algebra instead of the SU(N) one.

Remark 2

The argument above leads to an important consequence. In fact, at tree level, the colour
factors of all amplitudes involving n-gluons are products of

fabc
⇠ Tr([T a, T b]T c) . (4.37)

Since we can work in U(N), it is easy to see that a repeated use of the Fierz identity

T a
ijT

a
kl = �il�jk (4.38)

can only produce single traces of the generators in the form Tr(T 1T 2...Tn) (and the (n�1)!
permutations thereof). Therefore, all n-gluon tree level amplitudes can be written in terms
of colour ordered amplitudes as

Mng =
X

�2Sn�1

Mn(1�(2...n))Tr(1�(2...n)) . (4.39)

Clearly, this does not hold at loop level or if external fermions are involved, where the
SU(N) colour algebra must be used. For example, for 4-gluon scattering at one loop, we
would get in addition also double traces

Tr(1�(234)) , Tr(12)Tr(34) , Tr(13)Tr(24) , Tr(14)Tr(23) . (4.40)

Colour Ordered Feynman Rules

Which Feynman diagrams do contribute to each trace at tree level? We have seen that
Tr(1234) receives contributions from the colour algebras of the diagram shown in figure 8a.

1

2 3

4

(a)

1

3 2

4

(b)

Figure 8: Four-point gluon amplitudes with di↵erent colour ordering.

In this diagram, gluons are arranged in the right order to contribute to the trace. If we
consider a di↵erent ordering, such as that shown in figure 8b, we find that its colour factors
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are f13lf24l, which corresponds to what we found in eq. (4.32), with 2 $ 3. The traces
appearing in the amplitude are therefore

Tr(1324), Tr(1342), Tr(1243), Tr(1423) . (4.41)

So we see that the gluons in this diagram are not properly ordered, and this diagram does
not contribute to the color ordering 1234.

It is then convenient to introduce colour ordered Feynman rules:

1, µ

2, ⌫

3,�

⇠ i
g
p
2

⇥
gµ⌫(p1 � p2)

� + g⌫�(p2 � p3)
µ + g�µ(p3 � p1)

⌫)
⇤
, (4.42)

2, ⌫

1, µ

3,�

4,�

⇠ i
g2

2

⇥
2gµ�g⌫� � gµ⌫g�� � gµ�g⌫�

⇤
. (4.43)

All and only graphs which are properly ordered should be included when a process is
computed with these Feynman rules.

Remark 3

The trace basis is over complete. For example, for four gluons, there are 6 traces, but we
only started from 3 colour factors written as products of the structure constants. Moreover,
due to the Jacobi identity

fabefecd + facefedb + fadefebc = 0 . (4.44)

only two of the traces should be independent.

Remark 4

Why are then colour ordered amplitudes useful? It is true that only colour ordered diagrams
contribute, so they are simpler to compute, but if they are not independent, one could argue
that it is not guaranteed that they should be even be gauge invariant. As a matter of fact,
they are. This is guaranteed by their so-called partial orthogonality

X
Tr(12...n)

⇥
Tr(�(12...n))

⇤⇤
= N (n�2)(N2

� 1)

✓
��1 +O

� 1

N2

�◆
. (4.45)

This is enough to guarantee gauge invariance of the partial amplitudes, because gauge in-
variance must hold order by order in 1/N .

Their over-completeness manifests as further relations among these amplitudes. Impor-
tant properties of n-gluon colour ordered amplitudes at tree-level are:
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Cyclicity. A(12...n) = A(2...n1). This is the reason why there are (n� 1)! colour ordered
amplitudes.

Reflection. A(12...n) = (�1)NA(n...21). This can be proved using anti-symmetry of colour
ordered Feynman rules. If holds for gluon-amplitudes at all loop orders.

Photon Decoupling. Atree
ng (123...n) +Atree

ng (213...n) + ...+Atree
ng (23...1n) = 0. To see this,

consider the tree-level decomposition

A =
X

�(12...n)

S(1�(12...n))Tr(1�(12...n)) . (4.46)

Remember that n-gluon amplitudes at tree level are equal if computed in SU(N) or U(N).
However, in U(N) if we pick for one gluon the U(1) photon, the amplitude must vanish.
The photon decoupling identity can be obtained choosing T 1 = 1, and enforcing that the
resulting amplitude vanishes. Let us work this out explicitly for the 4- gluon case, for clarity.
The complete amplitude can be written as

A =A1Tr(1234) +A2Tr(1243) +A3Tr(1324)

+A4Tr(1342) +A5Tr(1423) +A6Tr(1432) .
(4.47)

Setting 1 = 1, this becomes

A1Tr(234) +A2Tr(243) +A3Tr(324)

+A4Tr(342) +A5Tr(423) +A6Tr(432) = 0
(4.48)

Using cyclicity of the traces and collecting for the equal ones, this gives

0 = A(1234) +A(1342) +A(1423) = A(1234) +A(2134) +A(2314). (4.49)

where we used cyclicity of the partial amplitudes to obtain the second equality. This is
indeed the photon decoupling identity for four gluon scattering at tree level.

Photon decoupling is sometimes also called dual ward identity. It can be derived in string
theory in a dual theory of some QFT through AdS/CFT correspondence.

There are even more identities, and one can prove that there are only (n�3)! independent
Colour ordered amplitudes. So in 4-gluon scattering there is only 1 independent amplitude.
The missing identities are theKleiss-Kuijf relations due to overcompleteness of the Colour
traces (for four gluons this corresponds to the U(1) decoupling) and the BCJ relations that
we will see later on an example.

Colour Decomposition with Fermions

Recall, that external quark lines start and end with T a
ij , where a fundamental index is open.

For a quark line with m gluon vertices, we get [T a1 ...T am ]ij . Consequently, the tree level
amplitude of qqg...g with n� 2 gluons has the following Colour decomposition:

Atree =
X

�2Sn�2

(T a�(3)...T a�(n))ijA
tree(1q, 2q,�(3), ...,�(n)) . (4.50)

Work this out explicitly for qqQQg as an exercise!
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4.3 The MHV Amplitude

Let us once more go back to the tree level amplitude of 4-gluon scattering. In principle, we
have 24 = 16 helicity amplitudes and 3! = 6 colour ordered amplitudes. However, many of
them are related by Bose symmetry and crossings of the external legs, through the identities
described in the previous sections. Let us then pick one color ordering A(1234). For what
concerns the helicities, 8 are independent, while the remaining 8 are trivially related by
parity.

• A(1+2+3+4+) There is one “all-plus” amplitude, related to A(1�2�3�4�) by parity

• A(1�2+3+4+) There are 4 “one-minus” amplitudes. Again, the 4 “one-plus” ampli-
tudes are related by parity.

• A(1�2�3+4+) There are in total 6 amplitudes having two particles of + helicity and
two of - helicity. They are related by parity, leaving 3 of them independent.

The all + (or all -) amplitudes are always zero at tree level. To see this, remember that if
we choose the same gauge vector for two gluons, we get

"+(pi, q)
µ"+µ (pj , q) = 0 . (4.51)

Moreover, at tree level, all gluon amplitudes have the structure

"µ1
1 ..."µ1

1 Aµ1���µn , (4.52)

where Aµ1...µn includes
{p1,µ1 ...pm,µn , gµiµj , etc} . (4.53)

However, at tree-level only 3-gluon vertices can provide factors of pµ. It’s also easy to con-
vince oneself that at tree level there are always fewer vertices than external lines, so each
term must have at least one term proportional to a product of two polarisations "±i "

±
j = 0.

This proves easily that at tree-level all n-gluon amplitudes with equal helicities are zero.

If one of the helicities is minus (pick for definiteness "�1 ), we have

"�1 · "+j and "+i · "+j where i, j = 2, ..., n . (4.54)

Let’s choose for all plus polarisations the same reference vector p1 "
+
j (pj , p1) (for j 6= 1)

such that, as we saw before, "+i · "+j = 0 8i, j 6= 1 since they have equal reference momenta.

Consider now the one negative polarization "�1 , for which we pick a generic gauge momentum
q, we then get

"�1 (p1, q) · "
+
j (pj , p1) ⇠

[1�µqi[1�µji

h1qi [ji]
⇠ [11] ⇠ 0. (4.55)

Therefore,
A(1�2+...+ n+) = 0 (4.56)

at tree-level. More generally, at tree level all n-gluon amplitudes with one helicity di↵erent
from the rest are zero.

The first amplitudes that are non zero at tree-level are those with two helicities di↵erent
from the rest. These amplitudes are called Maximally Helicity Violating (MHV). Thinking
of the n-gluon scattering as 2 ! (n � 2) scattering (2 incoming and n � 2 outgoing), this
peculiar naming comes from the fact that an all-equal helicity amplitude (in all-incoming or
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Figure 9: Colour ordered Feynman diagrams for the MHV amplitude.

all out-going kinematics) can be interpreted as an amplitude where gluons of equal helicity
(say +) produce n � 2 gluons of opposite helicity (say �). In this sense, an all plus or
all minus amplitude, violates helicity maximally and turns out to be zero because of that.
Similarly, a one-minus amplitude, can be interpreted as an amplitude where two + gluons,
produce 1 + and (n � 3) � gluons, which in this sense violates helicity “a little bit less”
than the all plus. These amplitudes are nevertheless still zero, as we saw. Finally, the MHV
amplitudes have two + gluons in initial state, and then 2 more + gluons in the final state,
with (n� 4) additional � gluons. These amplitudes are non-zero and are therefore the ones
where helicity can be maximally violated, without trivializing the amplitude.

Let’s consider now the specific case of 4-gluon scattering. We are left with one amplitude
to compute A(1�2�3+4+). All other amplitudes can then be obtained by parity, crossing
of external legs and photon decoupling. To see this, recall

A(1234) +A(2134) +A(2314) = 0 (4.57)

by fixing the helicities and using cyclicity this gives

A(1�2+3�4+) +A(1�3�4+2+) +A(1�4+2+3�) = 0 . (4.58)

Moreover the reflection identities state

A(1234) = A(4321)

A(1243) = A(3421)

A(1324) = A(4231) .

(4.59)

Again using cyclicity we finally find

A(1�2+3�4+) = �A(1�3�2+4+)�A(1�3�4+2+) . (4.60)

Hence we can obtain � + �+ from � � ++ without having to perform any permutations.
As you will see in one of the exercises, using the BCJ relations we are only left with one
amplitude to compute.

The Parke-Taylor Formula

By direct calculation of the relevant colour-ordered Feynman diagrams shown in fig. 9, one
can show that (taking all gluons incoming as usual)

A(1+2+3�4�) =
h12i4

h12i h23i h34i h41i
. (4.61)
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As a check let us have a look at the little group scaling. We have

1 ) z2

2 ) z2

3 ) 1/z2

4 ) 1/z2 ,

(4.62)

which is as expected.
Notice that in many references in the literature, the “all-outgoing” convention is used.

Taking all gluons outgoing instead of incoming reverses all the helicities

A(1�2�3+4+)out = A(1+2+3�4�)in , (4.63)

such that the formula in (4.61) is often quoted for A(1�2�3+4+) instead of A(1+2+3�4�).
Let’s finally discuss how we can obtain the non-adjacent MHV amplitude �+�+. We

have (staying outgoing for now)

A(1�2+3�4+) = �A(1�3�2+4+)�A(1�3�4+2+) . (4.64)

where

A(1�3�2+4+) =
h13i4

h13i h32i h24i h41i
, A(1�3�4+2+) =

h13i4

h13i h34i h42i h21i
. (4.65)

which we obtained by exchanging 2 $ 3 for the first and 2 $ 4 for the second amplitude.
Summing them we find

A(1�2+3�4+) = �
h13i4

h13i h24i


1

h32i h41i

1

h34i h12i

�

=
h13i4 [h34i h12i+ h32i h41i]

h12i h23i h34i h41i h13i h24i

=
h13i4

h12i h23i h34i h41i

h
h34i h12i+ h32i h41i

h13i h24i

i

=
h13i4

h12i h23i h34i h41i

h [13] h34i [42] h21i+ [42] h23i [31] h14i

[13] h13i [24] h24i

i

= �
h13i4

h12i h23i h34i h41i

h [13] h34i [43] h31i+ [41] h13i [31] h14i

s13s24

i

= �
h13i4

h12i h23i h34i h41i

hs13s24 + s13s14
s13s24

i

= �
h13i4

h12i h23i h34i h41i

hs24 + s14
s24

i

= �
h13i4

h12i h23i h34i h41i

hs12 + s23
s13

i

= �
h13i4

h12i h23i h34i h41i

h
� 1

i
. (4.66)
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Hence we find

A(1�2+3�4+) =
h13i4

h12i h23i h34i h41i
. (4.67)

In general, one can show that for n-gluon scattering the MHV amplitude is

A(1+..i�...j�...n+) =
hiji

h12i h23i ... hn1i
. (4.68)

This formula is the celebrated Parke-Taylor formula for MHV amplitudes with arbitrary
numbers of gluons. Note, that for n = 5 we would have to compute 10 diagrams and for n = 7
already 157 diagrams. There appears to be impressive structure, hidden behind hundreds
or thousands of di↵erent terms which have to conspire together in a Feynman diagram
calculation, to produce such a simple result. We will prove the Parke-Taylor formula shortly
using on-shell recursion techniques, in particular the BCFW relations. However, before
getting there, we need to say a bit more about how amplitudes factorise in special limits
and kinematical configurations.
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5 Soft and Collinear Factorization

In this section we will study universal properties of on-shell amplitudes in special kinemati-
cal regions, in particular when one external particle of momentum pi becomes soft (pi ! 0)
or collinear to another particle of momentum pj (pi||pj). This is the first example of fac-
torization and it will furnish general contraints that can be used to determine amplitudes
in a recursive way, i.e. one can relate an n-particle amplitude in special configurations to
simpler (n � 1)-particle amplitudes. We will have a closer look at this by considering the
colour ordered n-gluon amplitude A(1, 2, ..., n) in these limits.

5.1 Soft Limits

p1

pn

p2 p3

pn�1

q

(a)

p1

pn

p2 p3

pn�1

(b)

Figure 10: Amplitudes with a soft leg.

Let’s consider the amplitude shown in figure 10a, assuming all external particles to be
on-shell and massless p2i = 0. The propagator of momentum q reads then

1

q2
=

1

(p1 + p2)2
=

1

(p1 + p2)2
=

1

2p1 · p2
! 1 (5.1)

which blows up when p1 ! 0 i.e. when p1 becomes soft. This happens whenever the soft
momentum is attached to another external leg (even if the external leg is a massive one!). If
instead the soft momentum is attached to an o↵-shell virtual particle kµ, as shown in figure
10b, the correspoding diagram does not diverge in the soft limit since

1

q2
=

1

k2 + 2p1 · k
. (5.2)

Moreover, note that if p1 is attached through a 4-gluon vertex, again there can be no
divergence.

We are interested in extracting the leading behaviour in the soft limit, i.e. we will
only focus on the divergent contributions. Due to the colour ordering, there are only two
configurations that can produce soft divergences. They are shown in figure 11. In the limit
p1 ! 0, we can write in particular

lim
p1!0

A(1, 2, ..., n) =� i
V3g(1, 2, q12)⇢

2p1 · p2
M⇢(q12, 3, ..., n)

� i
V3g(n, 1, q1n)⇢

2p1 · pn
M⇢(2, 3, ..., q1n) ,

(5.3)
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Figure 11: n-gluon amplitudes with a soft divergence.

where

V ⇢
3g(1, 2, q12) =

ig
p
2
[gµ⌫(p1 � p2)

⇢ + g⌫⇢(p2 + q12)
µ + g⇢µ(�q12 � p1)

⌫ ] "1µ"2⌫ , (5.4)

and M⇢(q12, 3, ..., n), M⇢(2, 3, ..., q1n) are the amplitudes stripped of the divergent contri-
butions. Here we defined qij = pi + pj . Note that qij has to be taken incoming in the
definition of the three-gluon vertex, hence the minus signs. Using p2 � q12 = p1 + 2p2 and
�q12 � p1 = �2p1 � p2 and recalling that "1 · p1 = "2 · p2 = 0, we can write

V ⇢
3g(1, 2, q12) =

ig
p
2
["1 · "2(p1 � p2)

⇢ + 2"⇢2"1 · p2 � 2"⇢1"2 · p1] . (5.5)

Now taking the soft limit p1 ! 0 and using the Ward identity

p⇢2M⇢(2, 3, ..., n) = 0 , (5.6)

we find

V ⇢
3g(1, 2, q12) ⇠

ig
p
2
[2"1 · p2] "

⇢
2 . (5.7)

Repeating the same manipulations for the three-gluon vertex in the second diagram we have

V ⇢
3g(n, 1, q1n) ⇠

ig
p
2
["n · "1p

⇢
n � 2"⇢n" · pn] ⇠ �

ig
p
2
[2"1 · pn] "

⇢
2 . (5.8)

So the amplitude becomes

lim
p1!0

A(1, 2, ..., n) ⇠
g
p
2

✓
"1 · p2
p1 · p2

�
"1 · pn
p1 · pn

◆
"⇢2M⇢(2, ..., n) . (5.9)

Note that "⇢2M⇢(2, ..., n) = A(2, ..., n) is just the color ordered amplitude for the scattering
of n� 1 gluons. We call the factor

✓
"1 · p2
p1 · p2

�
"1 · pn
p1 · pn

◆
(5.10)

the soft-factor or Eikonal factor. It is universal and in fact it is the same if the soft gluon
is instead emitted by quark lines. We will show this later.

Let us now write the Eikonal in spinor helicity formalism. We chose pn as gauge mo-
mentum, such that one of the terms is identically zero.

"1(p1, pn) · pn = 0 . (5.11)
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The Eikonal factor is gauge invariant and therefore the result will not depend on the gauge
choice we make. Recall that in the spinor helicity formalism

"+,µ
1 = �

[n�µ1i
p
2[n1]

; "�,µ
1 = �

hn�µ1]
p
2 hn1i

. (5.12)

So we find
"+1 · p2
p1 · p2

=
[n2] h21i
p
2[n1]

2

h12i [21]
= �

p
2[n2]

[n1][12]
(5.13)

and equivalently
"�1 · p2
p1 · p2

=
hn2i [21]
p
2 hn1i

2

h12i [21]
=

p
2 hn2i

hn1i h12i
. (5.14)

Hence we find

lim
p1!0

A(1+, 2, ..., n) ⇠ �g
[n2]

[n1][12]
A(2, ..., n)

lim
p1!0

A(1�, 2, ..., n) ⇠ g
hn2i

hn1i h12i
A(2, ..., n) .

(5.15)

More generally, due to the universality of the Eikonal factor, we then write

lim
pj!0

A(1, 2, ..., j�, ...n) = S(j + 1, j�, j � 1)A(1, 2, ..., j � 1, j + 1, ..., n) , (5.16)

where the soft factor reads

S(a, s�, b) =

(
�g [ab]

[as][sb] � = +

+g habi
hasihsbi � = �

. (5.17)

As an example of this universality, let’s consider a soft gluon being emitted from a quark
line, as shown in figure 12. The colour ordered vertex depends on q or q and is

ps

pi

pj

(a)

ps

pi

pj

(b)

Figure 12: Amplitudes with a soft gluon being emitted from a quark line.

V µ
qqq = ±

ig
p
2�µ

. (5.18)

This leads to the amplitude

A(1, ...i, s, j, ..., n) =
ig
p
2
uj(pj)

⇢
[M ]ji

/ps + /pi
(ps + pi)2

�µ � �µ
/ps + /pj

(ps + pj)2
[M ]ji

�
ui(pi)"

s
µ , (5.19)
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where as before [M ]ji is the amplitude stripped of the external quark-gluon structure, with
ji the color indices, not to be confused with the labels of the momenta. In the limit ps ! 0
this becomes

lim
ps!0

A(1, ...i, s, j, ..., n) ⇠
ig
p
2
uj(pj)

(
[M ]ji

/pi/"
+
s

2pi · ps
�

/"+s /pj
2ps · pj

[M ]ji

)
ui(pi)

=
ig
p
2
uj(pj)

⇢
[M ]ji

2"+s · pi
2pi · ps

�
2"+s · pj
2ps · pj

[M ]ji

�
ui(pi) ,

(5.20)

where we used /pi/"
+
s = 2pi · "+s � /"+s /pi and /piui(pi) = 0. In this way, the amplitude becomes

lim
ps!0

A(1, ..., i, s, j, ..., n) !
ig
p
2

⇢
"+s · pi
pi · ps

�
"+s · pj
ps · pj

�
uj(pj)[M ]jiui(pi)

=
ig
p
2

⇢
"+s · pi
pi · ps

�
"+s · pj
ps · pj

�
A(1, ..., i, j, ..., n). (5.21)

Again one could choose the gauge "+s · pj = 0, and find

"+s · pi
pi · ps

= �
p
2

[ji]

[js][si]
,

"�s · pi
pi · ps

= +
p
2

hiji

hjsi hsii
. (5.22)

In conclusion, this demonstrates that the soft factor is universal, i.e. it is the same for a
soft gluon that is emitted from a gluon or a quark line.
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Figure 13: Gluon collinear to a quark line.

5.2 Collinear Limits

Another important configuration where a form of factorization happens, is the so-called
collinear limit. To study it more in detail, let us consider an amplitude with quarks and
gluons, as before, and study, what happens when a gluon becomes collinear to a quark as
shown in figure 13 The propagator of momentum qµ is the one that enters in the “hard
process”. In the collinear limit it becomes

i/q

q2 + i"
=

i(/p1 + /p2)

2p1 · p2 + i"
, (5.23)

where

2p1 · p2 = 2E1E2

✓
1�

2|~p1||~p2|

2E1E2
cos ✓12

◆
= 2E1E2 (1� cos ✓12) . (5.24)

In the last step, we assumed that p1 and p2 are massless. Now in the collinear limit ✓12 ! 0
and therefore 2p1 · p2 ⇠ ✓212. This is the naive manifestation of a collinear singularity. We
will see that in gauge theories the real divergence is milder, i.e. it is only logarithmic.

One can immediately make an important observation: other than soft singularities,
collinear singularities are associated to one external parton only. Let us consider than
an amplitude with n such partons, two of which,, of momenta p1 and p2 become collinear.
No assumption of color ordering is required here and we can write in general

M(1, ..., n) = gT a
iju(p2)�

µ /p1 + /p2
(p1 + p2)2

Mj(p12, p3, ..., pn) + ... , (5.25)

where by ... we denote other Feynman diagrams that are not singular in collinear limit. To
study the collinear limit, we introduce a so-called Sudakov Decomposition. Given a light-like
direction pµ, (p2 = 0), we parametrize the two “collinear” momenta as

p1 = x1p+ y1p+ pµ?
p2 = x2p+ y2p� pµ?

(5.26)

where we choose the reference frame such that pµ1? = �pµ2?. We introduced a complementary
light-like momentum p, such that p · p 6= 0. Moreover, the orthogonal momentum p? fulfils

p · p? = p · p? = 0 . (5.27)

Note that the momentum in the orthogonal plane is a Euclidean vector, so it is convenient
to define

pµ?p?,µ = �p2
? . (5.28)
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Explicitly, a possible choice could be to have the z-axis to be the collinear direction and
choose

pµ = (E, 0, 0, E), pµ = (E, 0, 0,�E) and p? = (0, px, py, 0) . (5.29)

For both momenta we then find

pµi pi,µ = �p2
? + 2xiyip · p . (5.30)

Since they are both light-like we find

yi =
p2
?

2xip · p
. (5.31)

Moreover,

(p1 + p2)
2 = [(x1 + x2)p+ (y1 + y2)p]

2

= 2(x1 + x2)(y1 + y2)p · p

= (x1 + x2)

✓
1

x1
+

1

x2

◆
p2
?

p · p
p · p =

(x1 + x2)2

x1x2
p2
? ,

(5.32)

which also corresponds to the invariant mass of the two particles. So now the collinear limit
clearly corresponds to p? ! 0. In that limit clearly

yi ⇠ O(p2?) , p212 ⇠ O(p2?) ! p2
? ⇠ ✓212 .

Then in the strict collinear limit p1 ⇠ x1p and p2 ⇠ x2p and therefore

p1 + p2 = (x1 + x2)p . (5.33)

We choose the decomposition such that in the strict collinear limit x1 + x2 = 1 and hence
p1 + p2 ! p. Note that this is equivalent to choosing as collinear direction the direction of
one of the two massless partons.

Let us now use the Sudakov Decomposition to examine the amplitude in the collinear
limit. As in the soft case, we will only keep leading divergent terms.

M(1, ..., n) ⇠ gT a
iju(p2)�

µ /p1 + /p2
(p1 + p2)2

Mj(p12, p3, ..., pn)

⇠ gT a
iju(p2)�

µ (x1 + x2)/p

p212
Mj(px12, p3, ..., pn) .

(5.34)

Let us now fix the helicities. Setting the quark to be left-handed for definiteness, and using
spinor helicity, we can then write

M�
L ⇠ gT a

ij

h2|/"�1p](x1 + x2)

p212
hp|Mj(px12, ..., pn) . (5.35)

The gluon can then have two possible helicities, � = ±. Using spinor-helicity for the gluon
polarization we then find

h2/"+1 p] = �
h2�µp][r1�µ1i

p
2[r11]

= �
2 h21i [r1p]
p
2[r11]

(5.36)
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h2/"�1 p] = +
h2�µp]hr1�µ1]

p
2 hr11i

= �
2 h2r1i [1p]
p
2 hr11i

. (5.37)

(5.38)

For the amplitude with gluon polarization +, we thus find

M+
L ⇠ �gT a

ij
2 h21i [r1p](x1 + x2)
p
2[r11] h12i [21]

hp|Mj(px12, ..., pn) . (5.39)

The collinear singularity manifests as

h12i [21] = p212 ⇠ ✓212 ! 0 . (5.40)

However, notice that h12i cancels between numerator and denominator, which softens the
collinear divergence. We have

M+
L ⇠ �gT a

ij
2[r1p](x1 + x2)
p
2[r11][12]

hp(x1 + x2)|Mj(px12, ..., pn) + non divergent terms . (5.41)

The divergent term scales only like

1

[12]
⇠

1
p
2p1 · p2

⇠
1

✓12
. (5.42)

At leading order, we can take the limit everywhere and compute the residue at ✓12 = 0,
using x1 + x2 = 1. We find

[r1p]

[r11]
⇠=

p
2r1 · p

p
2r1 · p

1
p
x1

=
1

p
x1

, (5.43)

where we used p1 ! x1p. So finally the amplitude for a left handed quark and a gluon with
plus helicity factorizes as follows in the collinear limit

M+
L ⇠ �gT a

ij

p
2

p
x1

1

[12]
ML

j (p, ...pn) ⇠ �gT a
ij

p
2

p
1� z

1

[12]
ML

j (p, ...pn) , (5.44)

where we introduced the standard parametrization for the momentum fractions x1 = 1� z
and x2 = z, which guarantees x1 + x2 = 1.

Let’s have a look also at the amplitude for a gluon with negative helicity. As before we
write

M�
L ⇠ +gT a

ij
2 h2r1i [1p]

p
2 hr11i h12i [21]

hp12Mj(px12, ..., pn) . (5.45)

Here we should also see a cancellation of the 1
✓212

divergence to leave 1
✓212

. In this case the

cancellation is slightly more subtle, in fact if 1 k p we have [1p] ! 0 and we can write

[1p]

[21]
=

[1p] h12i

[21] h12i
= �

[1p] h21i

2p1 · p2
= �

h2 1 p]

2p1 · p2
. (5.46)

Using p1 + p2 = (x1 + x2)p+ (y1 + y2)p, we find

[1p]

[21]
= �

h2((x1 + x2)p+ (y1 + y2)p� p2)p]

2p1 · p2
= �

(y1 + y2)

2p1 · p2
h2pi [pp] . (5.47)
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Inserting p1 · p2 = (x1 + x2)(y1 + y2)p · p then gives

[1p]

[21]
= �

(y1 + y2)

(x1 + x2)(y1 + y2)2p · p
h2pi [pp]

= �
1

(x1 + x2) hppi [pp]
h2pi [pp] = �

h2pi

(x1 + x2) hppi
,

(5.48)

such that in the collinear limit we can write

[1p]

[21]
= �

h2pi

hppi

1

(x1 + x2)
! �

h2pi

hppi
. (5.49)

The divergent spinor [21] has cancelled and the result is explicitly is convergent. So the
amplitude now becomes

M�
L ⇠ �gT a

ij

p
2 h2r1i h2pi

hr11i h12i hppi
hpMj(px12, ..., pn) . (5.50)

Finally taking the collinear limit in the remaining spinors, pi ! xi p, we find

h2pi

hppi
!

p
x2 ,

h2r1i

hr11i
! �

r
x2

x1
(5.51)

and finally the amplitude becomes

M�
L ⇠ gT a

ij

p
2

r
x2

x1

p
x2

1

h12i
ML

j (p, ..., pn)

⇠ gT a
ij

p
2z

p
1� z

1

h12i
ML

j (p, ..., pn) .

(5.52)

Now we can compute the sum over the gluon polarizations

X

pol,�q

|M |
2 = |M�

L |
2 + |M+

L |
2

= g2(T a
ikT

a
kj)


2z2

1� z

1

p212
+

2

1� z

1

p212

�X

�q

|M |
2

= g2(T a
ikT

a
kj)


2z2

1� z

1

p212
+

2

1� z

1

p212

�X

�q

|M |
2

= 2g2
�ijCF

p212


1 + z2

1� z

�X

�q

|M |
2 .

(5.53)

It is common to define the splitting function

Pqq(z) =
1 + z2

1� z
(5.54)

which represents the probability that a (parent) quark splits into a gluon and collinear
quark (daughter partons), and that the daughter quark carries the fraction z of the parent
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momentum. In the same way one can define Pqg(z) as the probability of a quark to emit a
gluon of momentum z. The two splitting functions are connected by

Pqq(1� z) =
1 + (1� z)2

z
= Pqg(z) . (5.55)

The last splitting we have not considered explicitly is a gluon splitting to two gluons, which
gives rise to the splitting functions Pgg(z). Note in particular that while in the case of Pqq

the quark helicity is conserved along the quark line, this is not true in general. Generally, the
collinear splitting can mix the helicities of the parent and daughter partons in a non trivial
way, as you will see computing explicitly Pgg(z). For this reason, the general factorization
in the collinear limit can be given as

An(1...a
�a , b�b , ..., n) ��!

akb

X

�p=±
Split��p(a

�ab�b ; z)An�1(...p
�p) , (5.56)

where a sum over the helicities of the daughter parton is included. In the special case of the
quark-gluon splitting analysed before, the only non-trivial splitting kernels are

SplitR(q
L, g�, z) = �

z
p
1� z

1

hqgi

SplitR(q
L, g+, z) = +

1
p
1� z

1

[qg]
.

(5.57)

Note that we have R = �L for incoming/outgoing particles.
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6 Complex Momenta and Uniqueness of Yang-Mills

One of the motivation for all the techniques we have introduced till this point, was to discuss
to which level it is possible to compute on-shell scattering amplitudes without resorting to an
expansion in o↵-shell Feynman diagrams. Until now, nevertheless, we always used Feynman
diagrams to construct amplitudes and only resorted to spinor helicity and color ordering to
simplify the explicit calculation of so-called helicity amplitudes, from their Feynman diagram
representation. In this section and next sections, we finally start introducing methods that
allow us to skip Feynman diagrams alltogether.

The first important example of this, is the by now famous proof of uniqueness of Yang
Mills theories. The idea is that, by only imposing the correct Little group scaling plus
general factorization requirements on on-shell amplitudes, one can prove that massless spin
one particles must interact through a theory based on a Lie group. This proof will also rely
on analytic continuation of momenta to complex values. The same analytic continuation
will be at the core of the on-shell recursion techniques that we will discuss later on.

To begin, let us recall some general properties of scattering amplitudes that we will use
in the following. Together with global, gauge and space-time symmetries, at the core of QFT
are the concepts of unitarity and locality. In particular, locality of interactions implies that
poles of the S-matrix are always associated to on-shell intermediate states. Let us consider
a general momentum-space Green function

Gn(p1, ...pn) =

Z
d4x1e

ipi·x1 ...

Z
d4xne

ipn·xn = h⌦|T�(x1)...�(xn)|⌦i , (6.1)

where |⌦i is the vacuum. Suppose now that there exists a one-particle state | i with mass
m , and a subset of external momenta

pµ = pµ1 + ...+ pµr = pµr+1 + ...+ pµn (6.2)

with pµpµ = m2
 , such that

h |�(x1)...�(xr)|⌦i 6= 0 . (6.3)

What this means is that the one-particle state can be created from the vacuum by the
operators �(x1), ...,�(xr).

If this is the case, then one can prove that the Green function G will have a pole at
p2 = m2

 and it will factorize close to that pole as

G(p1...pn) ⇠ M1,r
 

1

p2 �m2
 + i"

⇣
Mr+1,n
 

⌘†
+ ...(non-div. terms) , (6.4)

where M1,r
 is the matrix element for �1, ...,�r !  and Mr+1,n

 for  ! �r+1, ...,�n. Note
that | i does not have to be an elementary particle state in general, but could be anything,
for example a bound state (you can think of positronium).

We can easily convince ourselves that this is true in the context of tree-level amplitudes,
where we clearly get a pole from each internal propagator corresponding to a one-particle
state. If the amplitude is colour ordered, propagators will also only contain consecutive
external legs. In conclusion, locality at tree-level means that any poles with non-vanishing
residue must correspond to the propagator of a physical particle going on shell. Spurious
poles must have zero residue!

How can we use this? To answer that question, let use take one step back. So far we have
considered four-point amplitudes, but there exist simpler things. Two-point “amplitudes”

56



are just propagators, i.e. by construction o↵-shell. Three-point amplitudes are instead a
bit more interesting. Clearly, we cannot have any non-trivial three-point on-shell amplitude
(with massless external states) if momenta are real. In fact, consider for example figure
14. If the three external states are massless and on shell, this also implies 2p1 · p2 = 0,
which implies the whole amplitude is zero. Let’s see how this works in spinor helicity. The
amplitude must depend on external polarizations "µj and momenta pµj , which means it will
be some function of all possible spinors |1i , |2i , |3i , |1], |2], |3].

p1

p2

p3

Figure 14: Three-point gluon amplitude.

Momentum conservation (p1 + p2 + p3 = 0) written in spinor helicity implies separately

|1i [1|+ |2i [2|+ |3i [3| = 0

|1] h1|+ |2] h2|+ |3] h3| = 0 .
(6.5)

Note that the two equations are true separately because |ii [i| and |i] hi| do act on orthogonal
representations of the Lorentz group. In fact, if we contract them from the left by angle
spinors h1| and h2|. The second equation does not contribute anything non-trivial, while the
first gives

h1| (|1i [1|+ |2i [2|+ |3i [3|) = h12i [2|+ h13i [3| = 0

h2| (|1i [1|+ |2i [2|+ |3i [3|) = h21i [1|+ h23i [3| = 0 ,
(6.6)

leading to

h12i [2| = �h13i [3| h12i [1| = + h23i [3| . (6.7)

Hence there are two possibilites. Either h12i = h13i = h23i = 0 or hiji 6= 0 and then

[2| = �
h13i

h12i
[3| , [1| = +

h23i

h12i
[3| , (6.8)

which implies that the square spinors are all proportional to each other, which gives

[12] = [13] = [23] = 0 . (6.9)

So either hiji = 0 or [ij] = 0. Now, if the momenta are real, we have seen that

hiji⇤ = [ji] , (6.10)

which finally implies that all spinor products are zero. As there is nothing else that the
tree-level amplitude could depend on, the tree-point tree-level amplitude with real momenta
is zero.
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Let us then relax this assumptions and consider amplitudes as function of complex mo-
menta. This is ok, since scattering amplitudes are analytic functions modulo poles and
branch cuts and can be uniquely analytically continued to the whole complex plane. With
this

hiji⇤ 6= [ji] , (6.11)

and we have two possibilities for the three point amplitude in fig. 14:

A3(1
�12�23�3) =

(
Cabc

h12iA h23iB h31iC

Cabc[12]A[23]B [31]C
, (6.12)

where Cabc is for now a constant as far as kinematics goes, and it carries the information
about any unspecified additional global degree of freedom associated to the external gluons
(for example, color). Little group scaling can already help us constrain this general form.
Recall that under little group

|pi ! z |pi "µ+ ! z2"µ+

|p] !
1

z
|p] "µ� !

1

z2
"µ� .

(6.13)

Focusing on the first case, little group scaling then implies

8
><

>:

A+ C = 2�1 �A = �3 � �1 � �2
A+B = 2�2 ) �B = �1 � �2 � �3
B + C = 2�2 � C = �2 � �1 � �3 .

(6.14)

Repeating the analogous analysis for the second case we find finally

A3(1
�12�23�3) =

(
Cabc

h12i�1+�2��3
h23i�2+�3��1

h31i�3+�1��2

Cabc[12]�3��1��2 [23]�1��2��3 [31]�2��3��1
. (6.15)

Little group then fixes the structure of the amplitude up to Cabc.
To make more progress, let us focus on the first case and specify the helicities to the

all-plus case. We find

A3(1
+2+3+) =

8
<

:
Cabc

h12i h23i h31i

Cabc 1
[12][23][31] .

(6.16)

We see immediately that, since for real momenta all spinor products must go to zero,
the second possibility blows up and does not correctly reproduce the correct result. This
means it cannot be the correct analytic continuation of the three point amplitude for complex
momenta and only the first possibility remains. It is then easy to see by dimensional analysis
that since the cross-section must have [�]E = �2, a scattering amplitude with n external
legs must have dimension [An]E = 4� n in D = 4 space-time dimensions.

Since [hiji]E ⇠ [
p
2pi · pj ]E = 1, it’s easy to see that we wouldd need [Cabc] = �2.

However, Cabc can only depend on the coupling constant, and a dimensionful coupling
implies a non-renormalizable theory. We can then conclude that for renormalizable theories,
the only solution is Cabc = 0. Hence, we found that the scattering amplitude for equal
helicities vanishes, even for complex momenta!
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Let us next consider the amplitude with one minus helicity. Following the same reasoning,
little group scaling imposes

A3(1
+2+3�) =

8
>><

>>:

Cabc h12i3
h23ih31i

Cabc [23][31]
[12]3 ,

(6.17)

Once more, the second possibility must be expluded since it would diverge for real momenta
and it therefore cannot be the correct analytic continuation of the one-minus three point
amplitude. We are then left with the three one-minus amplitudes

M(1+2+3�) = Cabc h12i3

h23i h31i

M(1+2�3+) = Cabc h31i3

h12i h23i

M(1+2+3�) = Cabc h23i3

h12i h31i
.

(6.18)

Since we are dealing with identical bosonic particles, we expect the three formulas to be
symmetric under a swap of the two bosons with plus helicity, namely 1 $ 2, 1 $ 3 and
2 $ 3 respectively. It is then easy to see that the spinor product parts are all antisymmetric
for these exchanges, which in turn implies that Cabc must be totally antisymmetric under
exchanges of all pairs! So little group scaling in addition to Bose symmetry, fixes Cabc to be
completely antisymmetric.

We can constrain Cabc further, by considering 4-particle scattering. We consider in
particular the MHV helicity configuration for the color-ordered scattering of four gluons of
momenta p1,...,p4. We focus on the standard ordering A4(1, 2, 3, 4, ). Based on little group
scaling, we can parametrize these amplitudes as

A4(1
+2+3�4�) = h12i2 [34]2F abcd(s, t, u) . (6.19)

Note, that other than for the 3-point amplitude, this is not unique. In fact, we know
that at tree level these amplitudes are usually written as Parke-Taylor factors (4.61). The
parametrization in eq. (6.19) provides the same overall spinor scaling, and in fact its ratio
to the Parke-Taylor factor is just a combination of Mandelstam invariants or, as one usually
says in jargon, “helicity free”:

h12i2 [34]2
."

h12i4

h12i h23i h34i h41i

#
=

[34]2 h23i h34i h41i

h12i

=
[21] h14i [43] h32i

s12z }| {
[43] h34i

[21] h12i| {z }
s12

= s12s23 = s u .

We will use for convenience the spinor factor h12i2 [34]2, remembering that F abcd(s, t, u)
is now in general a function of the kinematics. To start constraining it, let’s do some
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dimensional analysis. Since in this case the amplitude must be dimensionless [A]E = 0, we
have

[F abcd]E ⇠ �4 . (6.20)

Consequently, F abcd must have some poles. Unitarity implies that poles in the S-matrix
must correspond to physical particles going on-shell. For a generic four-point scattering
amplitude, we expect three possible factorizations channels, s, t and u, corresponding re-
spectively to the three sub-processes 12 ! 34, 13 ! 24 and 23 ! 41, shown in fig. 15.

2,+

1,+

4,�

3,�

P

(a) s-channel

2,+

1,+

4,�

3,�

P

(b) t-channel

2,+

1,+

4,�

3,�

P

(c) u-channel

Figure 15: Factorization channels of the 4-gluon amplitude.

Let us start considering factorization in the s-channel. The general expected factorization
pattern implies that when s ! 0 the amplitude can be written in terms of two 3-point
amplitudes 12 ! P and P ! 34, where Pµ = �(p1 + p2)µ = (p3 + p4)µ is the momentum
of the on-shell intermediate state that goes on shell. In principle, we must sum over all
possible states of momentum P . Assuming that the only particle content of our theory are
the spin-one gluons, the state of momentum P can only be a gluon of helicity ± and we
must sum over both possibilities. Following fig 15, we assign the helicity to the gluon P
assuming the momentum goes from right to left, i.e. it is incoming in the left amplitude and
outgoing for the right amplitude. This also implies that if P has positive helicity as seen
from the left amplitude, it then has negative helicity for the right one.

As we have seen, even for complex momenta, three-point gluon amplitudes with all
equal helicities are zero, which implies that when the gluon of momentum P has positive
helicity the left amplitude is zero and therefore only the negative helicity state contributes.
Considering only P� we find then

lim
s!0

A4(1
+2+3�4�) =

�ef

p2
A4(1

+2+P�)M(3�4�(�P )+)

= +
CabeCcde

s

h12i3

h2P i hP1i

[34]3

[3(�P )][(�P )4]

= �
CabeCcde

s

h12i3 [34]3

h2P i [P4][3P ] hP1i
,

(6.21)

where in the second step we used

A3(1
+2+3�) = Cabc h12i3

h23i h31i
, (6.22)
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and in the third we used our convention for analytic continuation of the spinors

|(�P )i = i|P i , |(�P )] = i|P ] .

Recalling that P = �p1 � p2 = p3 + p4, we can write

h2P i [P4] = �h21i [14] = h12i [14] (6.23)

[3P ] hP1i = [34] h41i , (6.24)

which gives for the limit of the 4-point amplitude:

lim
s!0

A4(1
+2+3�4�) = �

CabeCcde

s

h12i2 [34]2

u
. (6.25)

Comparing this to eq. (6.19), we can see that in the limit s ! 0

lim
s!0

⇥
suF abcd(s, t, u)

⇤
= �CabeCcde . (6.26)

Let’s now have a look at the other factorization channels. Di↵erently from the previous
case, in the u-channel, corresponding to u = s23 ! 0, the on-shell gluon can have both
helicities, as it is easy to see from fig. 15. We find

lim
u!0

M(1+2+3�4�) =
CadeCbce

u

"
h1P i

3 [3P ]3

h14i h4P i [32][2P ]
+

[4P ]3 h2P i
3

[41][1P ] h23i h3P i

#

=
CadeCbce

u

"
h41i [34]3

[32][21]
+

[14] h21i3

h23i h34i

#
,

(6.27)

where we used P = p2 + p3. Recall, that the u-pole corresponds to h14i [41] ! 0. Since we
are using complex momenta, remember that hiji⇤ 6= [ji] and therefore only one of the two
factors must go to zero - and we can choose which one. Let’s choose [14] = 0, such that the
second term drops. Then we find

lim
u!0

M(1+2+3�4�) =
CadeCbce

u

h41i [34]3

[32][21]
=

CadeCbce

u

h41i [34]3 h12i h23i

su

=
CadeCbce

u

[34] h41i [34]2 h12i h23i

su

⇣
use [34]h41i = �[32]h21i

⌘

= �
CadeCbce

u

[32] h23i h21i h12i [34]2

su

= +
CadeCbce

u

h12i2 [34]2

s
.

(6.28)

So we found

lim
u!0

M(1+2+3�4�) =
CadeCbce

su
h12i2 [34]2 , (6.29)

which implies
lim
u!0

⇥
usF abcd(s, t, u)

⇤
= CadeCbce . (6.30)
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Carrying out the same steps for the t-channel cut leads to the corresponding limit. Putting
everything together we find

8
>>>>>><

>>>>>>:

lims!0 F abcd(s, t, u) = �
CabeCcde

su

limu!0 F abcd(s, t, u) = +CadeCbce

su

limt!0 F abcd(s, t, u) = +CaceCbde

st

. (6.31)

Now, amplitudes are homogeneous functions (by dimensional analysis, they scale trivially
with one single dimensional variable, while the non-trivial remaining dependence is only on
dimensionless ratios). Since for four massless particles, momentum conservation implies
s+ t+ u = 0, we can parametrize the function F abcd(s, t, u) in general as

F abcd(s, t, u) =
1

su
fabcd
1

⇣ s

u

⌘
+

1

tu
fabcd
2

⇣ t

u

⌘

=
1

su

1X

n=0

aabcdn

⇣ s

u

⌘n
+

1

tu

1X

n=0

babcdn

✓
t

u

◆n

,
(6.32)

where the first term has poles in s and t and the second term in t and u. Note, that in the
second line we inserted a Taylor expansion for both terms. As things stands, both terms
have only single poles in s and t, as required by locality, but could have higher poles in u.

Let’s study the di↵erent limits more closely, keeping only the leading divergent contri-
butions. The s ! 0 limit is straightforward, and we find

lim
s!0

F abcd =
1

su
aabcd0 +O(1) . (6.33)

Comparing this with eq. (6.31) we can then infer

aabcd0 = �CabeCcde . (6.34)

Similarly, for t ! 0 we find

lim
t!0

F abcd =
1

tu
babcd0 +O(1) , (6.35)

which using u ! �s implies
babcd0 = �CaceCbde . (6.36)

Finally, let us consider the u ! 0 limit. Due to the parametrization we have chosen,
which allows for higher poles in u, this limit is more delicate. Equating both sides and using
t = �s in the u ! 0 limit, we find

lim
u!0

F abcd =
CadeCbce

su
=

1

su

1X

n=0

aabcdn

⇣ s

u

⌘n
+

1

tu

1X

n=0

babcdn

✓
t

u

◆n

) CadeCbce =
1X

n=0

aabcdn

⇣ s

u

⌘n
�

1X

n=0

babcdn

⇣
�
s

u

⌘n

) CadeCbce =
1X

n=0

h
aabcdn � (�1)nbabcdn

i ⇣ s

u

⌘n
.

(6.37)
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Remember that we started assuming Cade is independent of the kinematics and definitely
should not diverge when u ! 0. This requires all coe�cients multiplying poles in u to go to
zero, i.e.

aabcdn = (�1)nbabcdn 8n > 0 , (6.38)

which leaves us with

CadeCbce = aabcd0 � babcd0 = �CabeCcde + CaceCbde . (6.39)

Note that in the second equality we used the results of eqs. (6.34) and (6.36). Using the
antisymmetry of Cabc, we can rewrite this identity as

CabeCcde + CcaeCbde + CadeCbce = 0 , (6.40)

which is nothing by the Jacobi Identity for the (structure) constants Cabc. This is a very
powerful result! It demonstrates that Gauge theories based on a Lie Algebra are the unique
solution for massless spin-one particles! This result was obtained just using the requirements
of little group scaling, renormalizability and locality, namely that scattering amplitudes
factorize properly on one particle states.
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7 Recursion Relations

In the proof of the uniqueness of Yang-Mills theory, we have seen a first example of how
general requirements as those of little group covariance and locality are enough to fix most
of the structure of three- and four-point scattering amplitudes. We will now see that this can
be generalized for all tree-level scattering amplitudes, such that they can be computed only
resorting to on-shell, gauge invariant quantities, without having to use Feynman diagrams.
The crucial step that will allow us to extract so much information from on-shell data only,
is analytic continuation to complex kinematics.

Let’s consider a tree-level on-shell amplitude for the scattering of n particles An. We
assume again that all particles are massless

p2i = 0 (7.1)

and obey momentum conservation X

i

pi = 0 . (7.2)

The amplitude An is a function of the momenta pi and the external polarizations "j , u, u. As
we have seen, the helicity amplitudes will then all be function of spinor products |ii , |i], hi| , [i|
only. Now since we are assuming that the momenta are complex, let us imagine performing
the following complex shift of the loop momenta:

pµi ! p̂µi = pµi + z rµi , (7.3)

where z 2 C.
We would like to guarantee that the shifted momenta p̂i still obey momentum conserva-

tion X

i

p̂i = 0 (7.4)

and remain massless
p̂2i = p2i + 2zpi · ri + z2r2i = 0 . (7.5)

To do that, as one can easily prove, we can choose the new momenta rµi such that
X

i

rµi = 0 , ri · rj = 0 , pi · ri = 0 . (7.6)

Let us now take a subset of I momenta with 2  #I  n� 2 and define

Pµ
I =

X

i2I

pµi . (7.7)

This corresponds to the momentum flow in the tree-level diagram with the momenta con-
tained in PI on the left hand side as shown in figure 16.

PI

Figure 16: Tree-level amplitude with momentum PI in the propagator.
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After the shift defined above, the total momentum of any subset of particles becomes

P̂µ
I =

X

i2I

pµi + z
X

i2I

rµi = Pµ
I + zRµ

I , (7.8)

where we defined
Rµ

I =
X

i2I

rµi . (7.9)

Importantly, with these definitions P̂ 2
I depends linearly on z

P̂ 2
I = P 2

I + 2zPI ·RI = �
P 2
I

zI
(z � zI) , (7.10)

where we introduced

zI = �
P 2
I

2PI ·RI
. (7.11)

Notice that, if we consider P̂I as a function of z, we have P̂ 2
I = 0 for z = zI .

Let us now study the amplitude after this shift as a function of z. At tree-level, we have
seen that the scattering amplitude can only have poles, no branch cuts (logs, roots, etc).
Therefore, An(z) must be a rational function of z. Moreover,

An(z = 0) = An (7.12)

is the original unshifted amplitude. An(z) can in general have single poles at di↵erent values
of z = zI , i.e. An(z ! zI) ⇠ 1/(z � zI). This is obvious since, as we have discussed, all
poles come from the intermediate states going on shell, i.e. they are all propagators of the
general form 1/P̂ 2

I , for some arbitrary subset of momenta. At tree-level, there can never be
two equal propagators, as long as all external momenta area generic. The poles are

1

P̂ 2
I

= �
zI
P 2
I

1

(z � zI)
. (7.13)

Since zI 6= 0 the poles are all away from the origin of the z-C plane. This is again a
consequence of locality.

Consider now the quantity An(z)
z . Since An(z) does not have a pole at z = 0, An(z)

z has a
single pole at the origin. We can then use Cauchy’s theorem to write the original, unshifted
amplitude, as I

C

An(z)

z
dz = An(0) = An . (7.14)

According to the global residue theorem, we can deform the contour to infinity and write

Res
z=0

✓
An(z)

z

◆
+
X

zI

Res
z=zI

✓
An(z)

z

◆
= Res

z=1

✓
An(z)

z

◆
. (7.15)

Using then the value of the residue at zero

Res
z=0

✓
An(z)

z

◆
= An , (7.16)

we can finally write

An = �

X

zI

Res
z=zI

✓
An(z)

z

◆
+Bn , (7.17)
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where Bn denotes the boundary term at infinity

Bn = Res
z=1

✓
An(z)

z

◆
. (7.18)

We can inspect the boundary term by substituting z ! 1/y such that
I

dz
An(z)

z
=

I
dy

y
An(y) (7.19)

which brings the residue from infinity to zero. With this we can then write

Bn = An(y ! 0) = An(z ! 1) , (7.20)

which corresponds to the first coe�cient of the Laurent expansion at infinity.
Now let us consider the poles at z = zI . As we discussed proving YM uniqueness,

locality implies that P̂ 2
I = 0 and the amplitude must factorize appropriately onto products

of lower point amplitudes, summing over all intermediate (on-shell) particle states that can
be exchanged:

An(z ⇠ zI) �!
PI

= ÂL(zI)
1

P̂ 2
I

ÂR(zI)

= �
zI

z � zI
ÂL(zI)

1

P 2
I

ÂR(zI) . (7.21)

where ÂL,R are the left-hand and right-hand subamplitudes and in the last line the inter-

mediate momentum P̂ 2
I is not shifted. Hence, we find

Res
z=zI

✓
An(z)

z

◆
= � lim

z!zI


(z � zI)

z

zI
z � zI

ÂL(zI)
1

P 2
I

ÂR(zI)

�
= �ÂL(zI)

1

P 2
I

ÂR(zI) . (7.22)

Note, that AL,R involve fewer legs than the original amplitude. So if Bn = 0 (no residue at
infinity), we can get An from on-shell amplitudes with fewer particle. This can clearly be
seen as the basis of a recursion relation.

A su�cient but not necessary condition for the absence of a boundary term is that
An(z) ! 0 as z ! 1. In jargon, if An(z) ! 0 for z ! 1, we say that we started from a
valid shift. Then:

An =
X

I

ÂL(zI)
1

P 2
I

ÂR(zI) . (7.23)

In other words, we sum over all possible factorization channels and over all helicity states,
etc. explicitly:

An =
X

I

PI
. (7.24)

This is the general form of an on-shell recursion relation, since it allows one to build higher
point scattering amplitudes from lower point, gauge invariant, on-shell building blocks.
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7.1 BCFW Recursion Relation

The most famous on-shell recursion relation is the so called BCFW relation (from Britto,
Cachazo, Feng, Witten, see [2]). It uses a special type of shift, where we shift only two
momenta, say pi, pj . We also choose the extra momenta ri, rj such that the spinor products
are shifted as follows

|̂ii = |ii ; |̂i] ! |i] + z|j]

|ĵ] = |ji ; |ĵi ! |ji � z |ii .
(7.25)

We call this a [i, ji shift. This implies that the momentum pi is transformed as follows

/pi = |ii [i|+ |i] hi| ! |ii [i|+ z |ii [j|+ |i] hi|+ z|j] hi|

= /pi + z(|ii [j|+ |j] hi|)
(7.26)

and equivalently

/pj ! /pj � z(|ii [j|+ |j] hi|) . (7.27)

Let us use this to write explicitly the corresponding shift momenta ri and rj . First of all,
clearly from the formulas above rµi = �rµj = qµ and /q = |ii [j|+ |j] hi| must hold.

The form of the /q is very reminiscent of what we would obtain by contracting a gluon
polarizations vector of positive helicity with �µ and in fact, the shift momentum qµ is

qµ =
[j �µ ii

2
. (7.28)

One can easily verify that qµ fulfils all properties of a “proper” shift momentum, as given
in eq. (7.6)

p̂i + p̂j = pi + pj , q · pi = q · pj = 0 , q · q = 0 ,

where the second identity is a consequence of Dirac equation and the last can be proved
using

[j�µii[j�µii ⇠ hiii [jj] = 0 . (7.29)

Note that q as we just defined it, does not exist as a real momentum. This becomes
obvious using an explicit parametrization for the two massless momenta

pi = (E, 0, 0, E); Pj = (E, 0, 0,�E) . (7.30)

Then the requirement q ·pi = q ·pj = 0 implies q = (0, q1, q2, 0), and q ·q = 0 further requires
q21 + q22 = 0, which for real momenta means qµ = 0. Thus, for a non trivial solution qµ 6= 0,
q has to be complex. In fact,

qµ =
[j�µii

2
, (qµ)⇤ =

hj�µi]

2
6= qµ . (7.31)

So to recapitulate, the BCFW shift [i, ji is

pi ! pi + z
1

2
[j�µii pj ! pj � z

1

2
[j�µii . (7.32)

The general recursion formula simplifies. In fact, if the two shifted momenta are on
the same side of the cut then the dependence on z cancels in the intermediate momentum
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P̂ 2
I = P 2

I . Consequently, there can be no pole in z (and no residue) and that particular
configuration does not contribute to the recursion relation. We can therefore write

An =
X

I2⌃ij

i
PI

j (7.33)

where I runs only over all set of indices ⌃ij where the momenta pi and pj are on the two
opposite sides of the cut.

Finally, one could wonder what happens to the polarization vectors under this shift.
Could they produce extra poles that generate unphysical contributions to the recursion
relations? Under the BCFW shift we find

"µ1+ ! �
[ri�µii

p
2([rii] + z[rij])

, (7.34)

where ri is the gauge momentum. The denominator might look like a new spurious pole.
Nevertheless, it is easy to see that if we choose ri = pj the extra term drops and "̂µ1+ = "µ1+.
In conclusion, there always exists a gauge choice such that the polarization vectors are non
shifted.

7.2 The Parke-Taylor Formula for N-Gluon Scattering

We will now use the BCFW recursion to prove the Parke-Taylor Formula

A(1+2+3�...n�) =
h12i4

h12i h23i ... hn1i
(7.35)

for the MHV n-gluon amplitudes. More generally, this is true for any two adjacent or non-
adjacent + helicities. We will consider here the adjacent case and study the non-adjacent
one in the exercises.

We will prove Parke-Taylor formula inductively, starting from n = 3 For three particles,
we derived all amplitudes and found that little group scaling alone imposes (6.18)

M(1+2+3�) = Cabc h12i3

h23i h31i
=

h12i4

h12i h23i h31i
. (7.36)

Which is exactly formula (7.35) for n = 3.
To use BCFW recursion, we first of all need to find a valid shift, i.e. a shift that does

not generate any boundary terms at infinity in the recursion relation. We will cheat a bit
here, and use the known form of the result (7.35) to study the behaviour at infinity of the
amplitude under a specific shift. Let us consider in particular [1, 2i shift, defined as

|1̂] = |1] + z|2]; |2̂] = |2]

|1̂i = |1i ; |2̂i = |2i � z |1i .
(7.37)

The spinor products get shifted as

h12i ! h12i � z h11i = h12i

h23i ! h23i � z h13i ,
(7.38)
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which shows that the amplitude A(1+2+3�...n�) in Eq.(7.35) goes as 1
z for z ! 1, which

is enough to guarantee that there is no boundary term.
Clearly, this is not very satisfactory. Indeed, one can prove from general arguments

that if we perform the shift [i, ji for any two adjacent spinors of di↵erent helicities i, j, the
amplitude goes always as

[i, ji: [++i [+�i [�+i [�+i

An(z):
1
z

1
z

1
z z3

.

Table 2: Behaviour of the amplitude under di↵erent adjacent shifts.

The full proof can be found in [1]. With this, we see that the only shift that is not
allowed is [�+i. Let us exemplify this by shifting [n1i in A(1+2+3�...n�). Then the spinor
products go like

h12i ! h12i � z hn2i

hn1i ! hn1i � z hnni = hn1i .
(7.39)

Consequently, the amplitude will go like An(z) ⇠ h12i3 ! z3, i.e. it would be divergent.
Let us then consider the shift [1, 2i. It is easy to convince ourselves that we can write

(taking all momenta to be incoming)

An(1
+2+3�...n�) =

nX

k=4

k�

1̂+n� 3�2̂+

(k � 1)�

P 2
I

, (7.40)

where we sum over all possibilities such that

P̂I = p̂2 + p3 + ...+ pk�1 (7.41)

and all amplitudes are colour ordered. Note, that we need 1̂ and 2̂ to be on opposite sides,
such that PI depends on z. Moreover, we need at least a 3-point function on each side.
Consequently, we have

An(1
+2+3�...n�) =

nX

k=4

X

nI=±


Ân�k+3(1̂

+P̂hI
I k�...n�)

⇥
1

P 2
I

Âk�1(�P̂�hI
I 2+3�...(k � 1)�)

�
,

(7.42)

where we are summing over all possible helicities exchanged in the intermediate states.
Now recall that, even for complex values of the momenta, all amplitudes with only

one plus helicity state A(1�...j+...k�) vanish, except for the three-point amplitudes, see
discussion in Section 4.3. Therefore, only two diagrams can contribute to the recursion
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relation and the amplitude becomes

An(1
+2+3�...n�) =

n�

1̂+ 3�2̂+

(n� 1)�

�P̂1n

� +
+

4�

n� 1̂+ 2̂+

3̂�

P̂23

+ �
, (7.43)

where the helicity of the intermediate particle is fixed by the requirement that the corre-
sponding amplitudes do not vanishing.

Let us focus first on the amplitude corresponding to the first diagram, remembering that
P̂I = P̂1n is evaluated at the residue P̂ 2

1n = 0. The three-point amplitude reads

Â3(1̂
+,�P̂�

1n, n
�) = �

[P̂1nn]3

[n1̂][1̂P̂1n]
, (7.44)

where we used our usual conventions for the analytic continuation |�P̂1n] = i|P̂1n], etc.
Since P̂1n must be on-shell, we have

P̂ 2
1n = 2p̂1 · pn = h1ni [n1̂] = 0 . (7.45)

Only [n1̂] depends on z, which means that the pole corresponds to the value of z for which
[n1̂] = 0. Now let us see what this implies for the numerator of the three point amplitude.
Consider

|P̂1ni [P̂1nn] = /̂P 1n|n] = (/̂p1 + /pn)|n] = /̂p1|n] = |1̂i [1̂n] , (7.46)

This means that [P̂1nn] ! 0 as [1̂n] ! 0 . Similarly, one can show that also [1̂P̂1n] ! 0 as
[1̂n] ! 0. Putting everything together this means that in the on-shell limit

Â3(1̂
+,�P̂�

1n, n
�) ⇠ [1̂n] ! 0

So only the second diagram in Eq. (7.43) survives. Let us compute it.
Its amplitude reads

An(1
+2+3�...n�) = Ân�1(1̂

+P̂+
234

�...n�)
1

P 2
23

A3(�P̂�
23, 2

+, 3�) . (7.47)

The three-point amplitude evaluates explicitly to

A3(�P̂�
23, 2

+, 3�) = �
[3P̂23]3

[P̂232̂][2̂3]
. (7.48)

Here |2̂] = |2], so none of the spinor products change in the on-shell limit. For the (n� 1)-
point amplitude, we use instead the induction approach and write

Ân�1(1̂
+P̂+

234
�...n�) =

h1̂P̂23i
4

h1̂P̂23i hP̂234i h45i ... hn1̂i
. (7.49)
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Sewing the two amplitudes together and writing the intermediate propagator in the on-shell
limit in terms of spinor products P̂ 2

23 ! 2p2 · p3 = h23i [32], the n-point amplitude becomes

An(1
+2+3�...n�) =

h1̂P̂23i
4

h1̂P̂23i hP̂234i h45i ... hn1̂i

1

h23i [32]

[3P̂23]3

[P̂232̂][32̂]

=
h1̂P̂23i

3
[3P̂23]3

h23i h45i ... hn1̂i [32][32̂] hP̂234i [P̂232̂]
.

(7.50)

Again the on-shell limit, we can manipulate the spinors as follows

h1̂P̂23i [3P̂23] = �h1(/̂p2 + /p3)3] = �h12̂i [2̂3] = �h12i [23] , (7.51)

where we used in the last step |2̂i = |2i � z |1i. Similarly, we also have

hP̂234i [P̂232̂] = �[2̂P̂23] hP̂234i = �[2̂(/̂p2 + /p3)4i = �[23] h34i . (7.52)

Combining everything together, the amplitude becomes

An(1
+2+3�...n�) =

h12i3 [32]3

h23i h45i ... hn1̂i [32][32̂][32] h34i

=
h12i3

h23i h34i h45i ... hn1i
,

(7.53)

where again we used that |2̂] and |1i are not shifted. This concludes the induction and
proves the Parke-Taylor formula for n-gluon scattering and also a powerful application of
the BCFW recursion relation.

One might wonder if [1, 2i is the only possible shift which one can use to prove the
Parke-Taylor formula. The answer is obviously no! One could just as well have considered
another shift, say [1, ni, see table 2. In this case, it is easy to convince oneself that the only
non-vanishing amplitude would be

An(1
+2+...n�) =

2+

(n� 2)+

1̂+

(n� 1)�

n̂�

P̂n(n�1)

� +
. (7.54)

So the expression for the n-gluon amplitude becomes

An(1
+2+...n�) =

h12i4

h12i h23i ... hn� 2Pnn�1i hPnn�11i

⇥
1

hnn� 1i [n� 1n]

[n� 1n̂]3

[�P̂nn�1n� 1][n̂(�P̂nn�1]
.

(7.55)

71



Similarly to the previous computation, we use the identities

hn� 2P̂nn�1i [n̂P̂nn�1] = �hn� 2(/̂pn + /pn�1
)n̂] = �hn� 2n� 1i [n� 1n̂] (7.56)

and
hP̂nn�11i [P̂nn�1n� 1] = �h1(/̂pn + /n� 1)n� 1] = hn1i [nn� 1] . (7.57)

Inserting this into the amplitude, we find after cancellations

An(1
+2+...n�) =

h12i4

h12i h23i ... hn� 2n� 1i hn� 1ni hn1i
. (7.58)

So using the [1, ni shift works just as well, and completely equivalently, to the [1, 2i shift.

Let us make some comments on the validity of the BCFW recursion. We have been
able to derive the amplitude for n-gluon scattering using only the formula for a 3-gluon on-
shell amplitude. However, in Yang-Mills theory, there are two types of interactions: A2�A,
corresponding to a 3-gluon vertex, and A4, corresponding to a 4-gluon vertex, where the A4

term is required by o↵-shell gauge invariance on the Lagrangian. Why does this not matter
for the amplitudes? The point is, that the 3-point amplitude we start from is on-shell
and gauge invariant already! In this sense, together with our on-shell recursion relation, it
already carries the (redundant) information contained in the 4-gluon vertex,which is why
we never even have to consider it.

This feature becomes impressively powerful in gravity. Gravitational interactions are
described by the following Lagrangian

L =
1

2k2

Z
d4x

p
�gR , (7.59)

where gµ⌫ = ⌘µ⌫ + khµ⌫ . Expanding in k, we need infinitely many vertices to compute all
tree-level amplitudes. On the other hand, one can prove that BCFW is valid for gravity at
tree-level and that all infinite vertices are “redundant”. Consequently, all tree-level on-shell
amplitudes can be derived from 3-graviton scattering!

And what about ��4, the “simplest QFT”? The simplest amplitude in ��4-theory is the
4-point tree-level amplitude

A4 = � = . (7.60)

The next-to simplest amplitude at tree-level is the 6-point amplitude

A6 =

1

3

2

6

4

5
p123

+ permutations. (7.61)
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Hence, the 6-point amplitude is

A6 = �2


1

s123
+ ...

�

= �2


1

(p1 + p2 + p3)2
+ ...

�

= �2


1

h12i [21] + h13i [31] + h23i [32]
+ ...

�
.

(7.62)

As it is easy to see, no matter which shift we do, there will always be terms not containing
either of the shifted momenta. Consequently, A6(z) ! O(z0) when z ! 1, i.e. there will
always be boundary terms. Thus, the BCFW Recursion does not work for ��4-theory. In
this sense, gauge theories are simpler than ��4-theory.
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Part II

Introduction to 1-Loop
Scattering Amplitudes
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8 Introduction

In this section we will move from tree-level to one-loop amplitudes. Before delving into the
specifics, we will recap some standard concepts about Feynman integrals, which will allow
us also to establish the notation used throughout this section.

8.1 Tadpole Integral and Wick Rotation

We define the Feynman propagator in momentum space for a (scalar) particle with momen-
tum qµ and mass m as

Feynman propagator ⇠
1

q2 �m2 + i0
= �

1

�q2 +m2 � i0
, (8.1)

where i0 is is the usual Feynman prescription. We regulate ultraviolet (UV) and infrared (IR)
divergences using dimensional regularization and set the spacetime dimension to D = 4�2✏,
with

(i) ✏ > 0 in UV,

(ii) ✏ < 0 in IR.

Moreover, we will often set the dimensional regularization scale to µ2 = 1.
The next step involves establishing conventions for four-momenta. Consider a general 1-

loop diagram with N external lines, as depicted in Figure 17. Each line carries a momentum
pµi and a mass mi. We assume that all external four-momenta are incoming. Additionally,
denoting lµ as the 1-loop four-momentum and qµi as the N � 1 distinct region momenta, we
summarize our conventions as follows:

NX

i=1

pµi = 0 , pµi = qµi � qµi�1 , qµi =
iX

k=1

pµk . (8.2)

Let us now consider the simplest example of a 1-loop integral, namely the tadpole, rep-
resented by Figure 17 (N = 1). We generalize the problem slightly and consider the tadpole
for generic powers of the propagator

Ia =

Z
dDl

i⇡D/2

1

(l2 �m2 + i0)a
=

Z
dD�1l

i⇡D/2

Z 1

�1
dl0

1

(l20 � l2 �m2 + i0)a
, (8.3)

where for now, we consider a 2 Z. The integral has a potential singularity at l2 = m2 and
Feynman’s prescription specifies along which contour we are supposed to integrate to avoid
it. Let us consider first the integral in l0. The integrand exhibits two poles,

l±0 = ±

p
l2 +m2 ⌥ i0 , (8.4)

as depicted in Figure 17 on the r.h.s.. But looking at the position of the poles, it is clear that
in this case it is possible to redefine the integral by performing a so-called Wick rotation.
Using Cauchy theorem, we can rotate the integration contour from the real axis onto the
imaginary axis, avoiding the poles

l0
def
= i · l0,E , l0,E 2 [�1,+1] , (8.5)

where the subscript E signifies Euclidean.
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Figure 17: On the left : 1-loop diagram withN external lines. The arrows define the direction
of the momenta.
On the right: The two balck dots represent the two poles of the tadpole propagator of
Eq. (8.3), while the red path is the one that must be chosen in order to prove the Wick
rotation.

We can now introduce a Euclidean momentum as

lµE
def
= (l0,E, l) , (8.6)

such that the tadpole integral Ia becomes

Ia = (�1)a
Z

dDlE
⇡D/2

1

(l2E +m2)a
. (8.7)

With this setup, evaluating Ia becomes straightforward. Going into spherical coordinates in
D dimensions and using the fact that the integrand does not depend on any angles we can
write Z

dDlE = ⌦(D)

Z 1

0
d|lE||lE|

D�1 (8.8)

such that

Ia = (�1)a
⌦(D)

⇡D/2

Z 1

0
d|lE|

|lE|D�1

(l2E +m2)a

= (�1)a(m2)(D�2a)/2⌦(D)

⇡D/2

Z 1

0
dx

xD�1

(x2 + 1)a

= (�1)a
(m2)(D�2a)/2

�
�
D
2

�
Z 1

0
dt

tD/2�1

(t+ 1)a

= (�1)a
�(a�D/2)

�(a)
(m2)(D�2a)/2 . (8.9)
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It is important to note that the integral over d|lE| is well-defined in the ultraviolet (UV)
kinematical region only when 2a > D. In a D = 4 dimensional space, the tadpole integral
diverges if a  2. This divergence is not coincidental but is part of a broader convergence
condition.

As manifestation of the fact that integrals in dimensional regularizations should be in-
terpreted with care, consider the case a = 1 and D = 3. The integrals is clearly divergent
in the UV. Nevertheless, plugging D = 3 and a = 1 in eq. (8.9) we get

ID=3
1 = �

Z
d3lE
⇡3/2

1

(l2E +m2)
= ��(�1/2)

p

m2 = 2
p
⇡
p

m2 . (8.10)

If we read this formula bringing the minus sign on the right hand side, i.e.
Z

d3lE
⇡3/2

1

(l2E +m2)
= �2

p
⇡
p

m2 (8.11)

we see how the divergent integral of a positive definite integrand, generates in dimensional
regularization a negative result! This is a consequence of the fact that integrals in dim
reg should be interpreted with extreme care. Through analytic continuation, the integral
becomes a meromorphic function of the complex variable D. The integral represents the
function only when it converges, so for D = 3 the left-hand-side of eq. (8.11) has nothing
to say about the right-hand-side. This is equivalent, in Feynman integral calculus, to the
famous formula

⇣(�1) = 1 + 2 + 3 + ...+1 = �
1

12
(8.12)

where the Riemann ⇣-function is defined as

⇣(s) =
1X

n=0

1

ns
.

8.2 Definition of 1-loop diagrams, UV and IR divergences

After this little warm up, let us move to consider more general integrals. Utilizing the
parametrization from Eq. (8.2), we define the most general expression for a 1-loop integral
in a D-dimensional Minkowski space, as depicted in Figure 17, i.e.

IN,N (lµ)
def
=

Z
dDl

(2⇡)D

⇥
N (lµ)⇥

(l + q1)2 �m2
1 + i0

⇤
...
⇥
(l + qN�1)2 �m2

N�1 + i0
⇤⇥
l2 �m2

N + i0
⇤ .

(8.13)

While we will be mainly interested in external massless particles, here we assume every
external particle to be massive, for generality, which allows us to include also the case of
an external leg splitting into two massless ones. The numerator N (lµ) is a polynomial
in the loop momentum lµ and external momenta. For example, the fermionic propagator
corresponds to

Fermionic propagator ⇠
1

/l �m
=

/l +m

l2 �m2
, (8.14)

so N (lµ) includes its numerator (/l+m). In a renormalizable theory, if we consider a diagram
withN external lines, the maximum polynomial degree isN , occurring in two configurations:
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(i) all N propagators inside the loop are fermions, contributing (/l +m) each;

(ii) all fields within the loop and external lines are gluons due to the linearity of the
triple-gluon vertex in lµ.

Let N (lµ) be a polynomial of degree r  N , and let ui, where i = 1, ... , r, be four-vectors
dependent on the external momenta and polarizations. We rewrite IN as

I(r)N
def
=

rY

i=1

uµi
i

tensor integral of rank rz }| {Z
dDl

(2⇡)D
lµ1 ... lµr

D1D2 ... DN
=

Z
dDl

(2⇡)D

Qr
i=1(ui · l)

D1D2 ... DN
, (8.15)

where
Di = (l + qi)

2
�m2

i + i0 , qN = 0 . (8.16)

Integrals with r = 0, denoted as I(0)N , are usually referred to as scalar integrals. Additionally,
note that the scalar product between loop momentum and region momentum simplifies to
a linear combination of propagators,

l · qi =
1

2

h
(l + qi)

2
�m2

i � (l2 �m2
N )� (q2i �m2

i )�m2
N

i

=
1

2

h
Di �DN � q2i +m2

i �m2
N

i
.

(8.17)

In general terms, I(r)N exhibits two distinct types of divergences: ultraviolet (UV) and
infrared (IR) divergences. Without delving into specifics at this point, let us briefly outline
the primary characteristics of both.

UV divergences

Let us consider the behaviour of I(r)N as given in Eq. (8.15) in the UV, i.e. when lµ becomes
large. As we are only interested in the UV behaviour, for simplicity we introduce an infrared
(IR) cut-o↵ ⇤ and write

I(r)N =

Z
dDl

(2⇡)D

Qr
i=1(ui · l)

D1D2 · · ·DN
⇠

Z
dDl

(2⇡)D
lr+D�1

l2N
⇠

Z 1

⇤
dl lD�1+r�2N (8.18)

Therefore, I(r)N is UV-divergent when 2N � r � D + 1  1, specifically r � 2N � D. Now
recalling that in a renormalizable theory r  N , the general divergence condition becomes
N  D. Assuming D = 4, any 1-loop diagram with N � 5 external lines must therefore be
UV-convergent. Hence, only integrals up to four points (boxes) can yield UV divergences in
renormalizable quantum field theories like QCD or N = 4 SYM.

If we restrict to scalar integrals I(0)N , the divergence condition becomes N  D/2, i.e.
N  2 if D = 4. Consequently, only 1- and 2-point scalar integrals are UV divergent.

IR divergences

Here we explore the opposite scenario compared to the previous one, specifically when I(r)N
is divergent close to the lower extreme of integration, i.e. in the IR (soft) region. As

illustration, consider the 3-point integral I(r)3 , in a special configuration where p2i = m2
i with
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Table 3: Conditions of UV-divergence for both the tensor integral I(r)N and the scalar integral

I(0)N .

IF Tensor Integral Scalar Integral

r  N , any D r � 2N �D N  D/2

r = N , any D N  D -

r  N , D = 4 r � 2N � 4 N  2

r = N , D = 4 N  4 -

i = 1, 2 and p23 = 0. A similar integral, for m1 = m2, arises when computing the 1-loop
electron vertex within QED. Using Eq. (8.2), we write

I(0)3
def
=

Z
dDl

i⇡D/2

1

l2
⇥
(l � p1)2 �m2

1

⇤⇥
(l + p2)2 �m2

2

⇤

=

Z
dDl

i⇡D/2

1

l2(l2 � 2l · p1)(l2 + 2l · p2)
.

(8.19)

This time we focus on the IR regime and introduce an high-energy cut-o↵ ⇤. In the soft
limit, l ! 0, we find

I(0)3 ⇠

Z ⇤

0
dl

lD�1

l4
. (8.20)

which converges at l = 0 if 4 � D + 1 < 1, i.e. D > 4. Such a divergence is referred to as
soft. In four dimensions, to regulate this divergence, we can set D = 4� 2✏, assuming ✏ < 0.
This regularization produces a pole of the form

I(0)3 ⇠

Z ⇤

0

dl

l1+2✏
⇠

1

✏
. (8.21)

Furthermore, there exists another divergence type from Eq. (8.19). Here, let lµ be parallel
(collinear) to one of the external momenta, say lµ = c ·pµ1 , and assume all the external fields
to be massless. In this case

(l + p1)
2 = (c · p1 + p1)

2 = (1 + c)2p21 = 0 . (8.22)

This shows that in the collinear configuration the integral develops a pole, referred to as a
collinear divergence

I(0)3 ⇠

Z
dDl

i⇡D/2

1

l4(l2 � 2l · p2)
. (8.23)

As the loop momentum can still approach zero (lµ ! 0), there is an extra overlapping soft
divergences, such that

I(0)3 ⇠

Z
dDl

i⇡D/2

1

l4(l2 � 2l · p2)
⇠

1

✏2
. (8.24)
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8.3 Generalities on 1-loop amplitudes

Loop integrals are the backbone of loop scattering amplitudes. They are “hidden” inside
Feynman diagrams at loop level, which brings a new type of complexity. Before proceeding
to the next section elucidating the comprehensive theoretical framework for computing N -
point functions, let us look at an explicit example to see how scalar integrals can be extracted
in general from Feynman graphs.

Consider the Feynman diagram in Figure 18, corresponding to the one-loop QED cor-
rections to the photon propagator. The amplitude corresponding to this diagram is given
by (pµ12 = pµ1 + pµ2 )

iM = ū2�
µu1

i

p212

Z
dDl

i⇡D/2

Tr[�µ/l�⌫(/l � /p12)]

(l2 �m2 + i✏)
⇥
(l � p12)2 �m2 + i✏

⇤ i

p212
ū3�

⌫u4 . (8.25)

Let us introduce the usiual polarization tensor

⇧µ⌫(p
2
12)

def
=

Z
dDl

i⇡D/2

Tr[�µ/l�⌫(/l � /p12)]

(l2 �m2 + i✏)
⇥
(l � p12)2 �m2 + i✏

⇤ , (8.26)

such that

iM = ū2�
µu1

i

p212
⇧µ⌫(p

2
12)

i

p212
ū3�

⌫u4 . (8.27)

Note that ⇧µ⌫(p212) represents a proper tensor integral, which comprises a combination of
the following integrals:

Z
dDl

i⇡D/2

{lµl⌫ ; lµp⌫12; l
⌫pµ12; p

µ
12p

⌫
12}

(l2 �m2 + i✏)
⇥
(l � p12)2 �m2 + i✏

⇤ . (8.28)

To compute this, a convenient starting point is so-called tensor decomposition. We argue
as follows

(i) If qµ = pµ12, then ⇧µ⌫ is a function of q2, that is ⇧µ⌫ = ⇧µ⌫(q2).

(ii) Using Lorentz covariance we can say that

⇧µ⌫(q
2) = F1 qµq⌫ + F2 gµ⌫ , (8.29)

where F1,2 are two scalar form factors.

(iii) ⇧µ⌫(q2) must be gauge invariant. This means that the Ward Identity

qµ⇧µ⌫(q
2) = (F1q

2 + F2)q⌫ ⌘ 0 (8.30)

must hold, which implies

F1 = �
F2

q2
. (8.31)

Relabelling F2 7! F , we find

⇧µ⌫(q
2) = F

✓
gµ⌫ �

qµq⌫
q2

◆
. (8.32)

The expression in brackets indeed represents the numerator of the transverse photon
propagator. There is therefore one single form factor, denoted as F .
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Figure 18: 1-loop Feynman diagram for the process p1 + p2 ! p3 + p4, where both the
incoming and outgoing particles are fermions.

To compute F , it is convenient to define a projector Pµ⌫ that fulfils the condition
Pµ⌫⇧µ⌫(q2) = F . We can use for Pµ⌫ the Ansatz

Pµ⌫ def
= c

✓
qµq⌫

q2
� gµ⌫

◆
, (8.33)

and determine the prefactor c imposing

Pµ⌫⇧µ⌫(q
2) = c F

✓
qµq⌫

q2
� gµ⌫

◆✓
gµ⌫ �

qµq⌫
q2

◆
= c F (�1 +D) ⌘ F , (8.34)

which gives

c =
1

D � 1
=) Pµ⌫ =

1

D � 1

✓
qµq⌫

q2
� gµ⌫

◆
. (8.35)

Without performing the explicit calculation it should be clear that upon applying Pµ⌫ onto
Eq. (8.28), we will be left with a linear combination of integrals which involve numerators
built out of scalar products of the loop momentum and the external momentum q

Pµ⌫

Z
dDl

i⇡D/2

{lµl⌫ ; lµq⌫ ; l⌫qµ; qµq⌫}

(l2 �m2 + i✏)
⇥
(l � q)2 �m2 + i✏

⇤

=

Z
dDl

i⇡D/2

{l · l; l · q; q · q}n

(l2 �m2 + i✏)
⇥
(l � q)2 �m2 + i✏

⇤ ,
(8.36)

where the power n can vary as an integer.
In what follows, we will elaborate on a general method to “reduce” this type of integrals

to a unique basis of so-called master integrals, in terms of which any one-loop scattering
amplitude can be computed.
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