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Abstract
The International AXion Observatory (IAXO) will be looking for solar axions. Using
a strong magnetic field the axion particles are converted to X-rays via the Primako�
e�ect. The sensitivity of this rare-event search will strongly depend on the background
performance of the X-ray detection system. In addition, the X-ray detector needs to
have a high e�ciency, good energy resolution and low energy threshold. BabyIAXO
is a scaled down version of IAXO and it will test all components of the final
experiment as well as explore new axion parameter space. The upper limit of the
required background index for BabyIAXO is 10≠7 cts/keV/s/cm2. A possible detector
candidate is the TRISTAN silicon drift detector (SDD). It features a good energy
resolution of less than 200 eV at 5.9 keV for photons at room temperature, a low
energy threshold of 1 keV and a high detection e�ciency of more than 95 % in the
region of interest between 1 keV to 10 keV. Solely the ability of the TRISTAN SDD
to reach the required ultra-low background level has yet to be confirmed.

In this thesis the background measurement of a seven pixel TRISTAN SDD in a dedi-
cated shielding setup is described. It was performed in a dedicated experimental setup
in the deep underground laboratory in Canfranc (LSC) acquiring data of 116 days.
The measurement was stable with a maximal drift in energy of 1.5 %. The determined
resolution lies between 240 eV to 384 eV at 6 keV due to sub-optimal noise conditions.
With this measurement a background index of (5.9 ± 0.5) ◊ 10≠6 counts/keV/s/cm2

was obtained. This background level still exceeds the requirements of BabyIAXO. The
spectral information indicated radio-impurities in the close-by vicinity of the SDD
and is consistent with a simulation as well as the low radiopurity of the printed circuit
board (PCB), which was shown by a screening measurement after the background
measurement had been started. An upcoming upgrade of the detector will therefore
feature PCB material with improved radiopurity.
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1 Axions
When looking at the content of the universe three components can be identified. The
ordinary matter makes up the smallest part, followed by dark matter and then dark
energy. Figure 1.1 displays the composition measured by the Planck satellite [3].

Figure 1.1: Composition of the universe based on Planck data [3].

Dark energy describes the repulsive force which accelerates the expansion of the
universe. Dark Matter is a summary term for mass which cannot be seen directly, as
it does not take part in the electromagnetic interaction. Its existence can be inferred
from its interactions through the gravitational force, which makes the dark matter
visible as mass [4]. There exists a variety of possible dark matter candidates; axions
are one of them.

1.1 Axion theory

1.1.1 The strong CP problem

The CPT theorem, where C stands for charge conjugation, P for parity transformation
and T for time reversal, states invariance of interactions when all three operations
are applied [5, 6]. The experiment designed by Cronin and Fitch showed that the
combination of C and P is violated in weak interactions using Kaon decays [7].
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1 Axions

The strong interaction is described with quantum chromodynamics (QCD). One term
in the QCD-Lagrangians violates CP-symmetry. It is displayed in eq. (1.1).

L��CP = ◊
–s

8fi
G

a
µ‹G̃

µ‹
a (1.1)

This term implies for example a non-zero electric dipole moment of the neutron.
However, this e�ect has not been found so far. The corresponding experiments were
able to set an upper limit to the electric dipole moment of the neutron. The expected
value was in the order of 10≠13 e · cm, the current limit is in the order of 10≠26 e · cm [8].
The missing electric dipole moment of the neutron gives the impression that CP
symmetry is conserved for the strong interaction, although the theory allows violation
of the symmetry and the electroweak interaction features CP-violation. The missing
CP-violation for the strong interaction is called the strong CP problem.

One solution of the strong CP problem is to set the mass of one quark to zero.
However, this solution has been excluded, leaving a ◊ constant of small value to
be explained [9]. Peccei and Quinn proposed another solution, by exchanging the
constant ◊ in eq. (1.1) with a variable proportional to A(t,x)

fA
, where A is the axion

field and fA the high energy scale at which the PQ-symmetry is spontaneously
broken [9].

1.1.2 Axions

In quantum field theory a dynamic entity is a field, and each field comes with its
particles. For the introduced field by Peccei and Quinn one of these particles is the
axion [10]. The axion is a stable and light particle, for fA is inversely related to all
axion couplings as well as the axion mass [11, 9].

The vacuum realignment mechanism is one explanation for the axion and its mass.
Here, the variable A(t,x)

fA
, exchanging the ◊ constant, evolves with time to zero. A

visual explanation of the vacuum realignment mechanism is given in fig. 1.2. Before

PQ transition refers to a time in the universe where the temperature was above fA.
There the field is a paraboloid. When the temperature drops below fA the potential
changes to a Mexican hat potential. The axion can be visualised as a particle moving
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1.1 Axion theory

on the line of the lowest potential. When the temperature decreases further falling
below the QCD phase transition temperature (after QCD transition in fig. 1.2), the
potential gets its tilt. The tilt gives the axion its mass, as the axion starts to oscillate
around the minimum of the potential. This minimum is the preferred value of the
field which at the same time is the value allowing for CP-symmetry of the strong
interaction [9, 10]. The bottom right image in fig. 1.2 presents a tilted Mexican
hat potential, which is deformed such that it additionally has local minima. This
potential presents a more realistic axion potential taking into account additional
e�ects, which are described in [9] with more detail. The oscillations around minima
in the vacuum realignment mechanism fill space with axions, which then in turn
correspond to cold dark matter. More details on axions as cold dark matter can be
found in [9] and further information on ideas and concepts supporting the axion can
be found in [11].

1.1.3 Primako� e�ect

The axion-photon coupling ga“ follows from the PQ mechanism and is the most
popular interaction mechanism for experimental axion searches [9]. One of the photons
can be provided by a strong magnetic field, in order to trigger a conversion of the axion
to a photon or from a photon to an axion. This conversion is called Primako� -e�ect
and the corresponding Feynman diagram can be found in fig. 1.3.

1.1.4 Solar axions

If axions exist, they are produced in the sun. The large abundance of photons and
strong magnetic fields are good ingredients for the Primako�-e�ect to take place.
The axions could escape the sun, as they would not interact with the suns matter, in
contrast to photons. The comparison of the solar neutrino flux with helioseismology
as well as the suns lifetime allow to constrain axions [9]. The expected spectrum
can be seen in fig. 1.4, with a maximum at around 3 keV, which corresponds to the
energy of photons in the suns core.
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1 Axions

Figure 1.2: The vacuum realignment mechanism explains the evolution of the axion
field. The mass of the axion can be understood as the oscillations in the axion field.
The mechanism fills thereby the universe with cold dark matter axions. Figure taken
from [9].

Figure 1.3: Feynman diagram of the Primako� e�ect. A photon (“) interacts with a
strong magnetic field (B0) and can be converted to an axion (a). Figure adapted
from [12].
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1.1 Axion theory

Figure 1.4: Solar axion spectrum with a peak at 3 keV. This energy corresponds to
the energy of photons at the suns core, where the photons could be turned to axions
with the Primako� e�ect. For the spectrum a coupling constant ga“ = 10≠12 GeV≠1

was chosen. Figure adapted from [9].
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1 Axions

1.2 Axion detection methods

Most axion searches rely on the conversion channel mentioned in section 1.1.3. The
experiments searching for axions can be divided in three groups, according to the
origin of the axion.

• Haloscopes search for axions in the halo of our galaxy. These axions would be
relic axions and part of the dark matter.

• Laboratory experiments, which search for axion-related phenomena, for example
light shining through a wall (LSW) experiments like ALPS, create axions
themselves.

• Helioscopes which search for axions produced in the sun.

The axion detectors are sensitive to a certain range of coupling and mass, and
only if no signal is found, an exclusion is derived. Sensitivities and exclusion curves
of di�erent searches in terms of coupling strength and axion mass are shown in
fig. 1.5. The coloured sections with solid lines have been probed by the corresponding
experiments. Dashed lines indicate exclusion lines of future experiments. LSW and
other laboratory experiments are in grey, helioscopes and stellar boundaries in blue,
haloscopes and cosmological bounds in green and hinted region of QCD-axions in
yellow.

1.2.1 Haloscopes

A haloscope typically consists of a tuneable microwave cavity in a magnetic field.
The axions present in the halo of our galaxy can then be turned to photons, while
traveling trough the experiment. Haloscopes work like radio receivers, such that if
the frequency of their microwave cavity is tuned to the frequency of the axion field
the haloscope can measure a signal. The matching frequency of the cavity enhances
the conversion process [15]. The enhanced conversion leads to an increased signal
strength. Haloscopes are very sensitive, however, their downside is that they can only
probe a small parameter space at a time. Their sensitivity additionally depends on
the fraction axions make up in dark matter. Another disadvantage is the complicated
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1.2 Axion detection methods

Figure 1.5: Axion parameter space with the expected sensitivities of BabyIAXO and
IAXO. Helioscope and stellar boundaries are blue, haloscopes and cosmological
bounds are green, LSW bounds are grey and the hinted region of QCD-axions is
yellow. Current limits are solid lines, dashed lines are future sensitivities. Figure
taken from [11]. Detailed explanations of the di�erent exclusions can be found in
[9, 13, 14]. Current constraints can be found in fig. A.1, with explanations in [14].

upscaling of haloscopes to reach new parameter space. Lower frequencies require
larger cavities, higher frequencies smaller cavities. The problem of the small cavities
is decreased signal and sensitivity [11, 9]. A sketch of a haloscope is given on the left
side of fig. 1.6, with a sample signal on the right.

1.2.2 Laboratory experiments

Laboratory experiments, like light-shining-through-walls experiments (LSW), are
not bound to assumptions regarding cosmology or astrophysics. Axions do not have
to be dark matter for a LSW experiment, the only prerequisite is a ga“ coupling.
They are called laborartory experiments because the axion particle is created in the

7



1 Axions

Figure 1.6: Sketch of a haloscope type, which in this case is a tuneable microwave
cavity in a magnetic field. The frequency of the microwave cavity enhances axion to
photon conversion if the microwave frequency is close to the frequency of the axion
field [15]. The resulting enhanced signal allows to draw conclusions on the axion
coupling to photons and its mass. On the right an example of an expected signal
signature is shown [9]. Figure taken from [9].

experimental setup, in contrast to the other two types, which use already available
axions. However, laboratory experiments, like LSW, are limited due to the low
probability of the conversion taking place twice [11, 9]. One example of an LSW
experiment is ALPS. The idea behind ALPS is to convert photons of a laser beam to
axions with a strong magnet. These axions can then pass through a wall, and are
converted back to photons with another strong magnet. These photons can then be
detected [16]. Figure 1.7 shows the schematic setup of an LSW experiment.

1.2.3 Helioscopes

Helioscopes are using the same conversion concept as laboratory experiments. The
first section of the laboratory experiments is outsourced to the sun. The large
abundance of photons and strong fields make the sun a possible producer of axions.
The Helioscope consists only of the second part of the laboratory experiment and
turns the axions back to photons, as depicted in fig. 1.8. Like for the LSW experiment,
axions do not have to be dark matter in order to be detected. The sensitivity of
the helioscope is axion mass independent and the setup can be scaled up to reach
unexplored parameter space [11, 9].

8



1.2 Axion detection methods

Figure 1.7: Sketch of an LSW setup. The laser light enters the Fabry-Perot cavity,
which is surrounded by a magnet. A photon can be turned into an axion, pass
through the wall in the centre of the sketch and enter the second cavity. There the
axion can be turned back into a photon using the reverse e�ect from before. Figure
taken from [9].

Figure 1.8: Axion helioscope sketch. The helioscope follows the sun. The axions
(dashed lines) which originate from the sun travel through a strong magnetic field,
which will convert some axions to X-ray photons (solid line) with the inverse
Primako�-e�ect. These X-ray photons are guided by X-ray optics to the detector.
Figure taken from [9].
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2 IAXO
The International Axion Observatory (IAXO) is a next-generation helioscope, which
is going to look for solar axions and axion-like-particles (ALPs). It is a successor of
the CAST experiment and its goal is to explore the parameter space further. The
used e�ect will be, just like in CAST, the coupling between axions and photons - the
so-called inverse Primako�-e�ect [11], explained in section 1.1.3.

The axion converts to an X-ray of an energy of about 1 keV to 10 keV with the
help of a strong magnet [11]. Compared with its predecessor CAST the IAXO
helioscope will have an improved signal-to-noise ratio (SNR) by the factor 104. This
is mainly achieved with a larger magnet, an improved detection e�ciency and lower
background [17, 11].

2.1 IAXO setup

IAXO will have a magnet with eight bores, each equipped with X-ray optics and
a low-background detector. The magnet will be 20 m long with a field strength of
2.5 T [11]. At the end of the magnet X-ray optics will be placed, focusing the photons
onto a detector. A visualisation concept is shown in fig. 2.1. The expected background
is at 10≠8 counts/keV/s/cm2, reducing it by two magnitudes compared to CAST.
The IAXO helioscope will be able to follow the sun over the course of the day for a
duration of 12 h [9].
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2 IAXO

Figure 2.1: IAXO helioscope concept visualisation. The magnet is inside the brown
cylinder which is mounted on a movable platform, which enables tilting and a
horizontal movement, allowing the helioscope to follow the sun for 12 h per day. At
the back of the cylinder the eight bores containing X-ray optics (dark grey cylinders)
exit the magnet container with a detector each (light grey boxes) attached at their
end. For better size estimation a human is depicted in front of the moving platform,
where the control units are placed. Figure taken from [11].

2.2 BabyIAXO

In order to test components for IAXO, a smaller helioscope called BabyIAXO will be
built first at DESY in the HERA south hall. BabyIAXO will probe an unexplored
section of the parameter space and provide new information, beyond just being a
test site for the subsystems of IAXO [11].
Figure 2.2 is a visualisation of the BabyIAXO helioscope. BabyIAXO will have two
detection lines, where each detection line will have X-ray optics and a detector. The
bores of the BabyIAXO magnet have a diameter of 70 cm. The magnet will be 10 m
long with a field strength of 2 T [11].

12



2.3 Requirements for the detector

The magnet is inside the brown cylinder with the two bores. The X-ray optics are the
grey tubes in the back, with boxes attached to their ends. These boxes contain the
detectors. In order to have axions travelling through the helioscope, the helioscope
needs to follow the sun accurately through the day. Therefore, the setup is mounted
on a moving platform. BabyIAXO will be able to probe the parameter space to a
coupling of approximately 1.5 ◊ 10≠11 GeV≠1 for the axion-photon coupling. The
mass range will be up to 0.25 eV [11]. A detailed parameter space can be found in
fig. 1.5.

Figure 2.2: BabyIAXO helioscope visualisation. The magnet is inside the brown
cylinder with the two bores. The X-ray optics are the grey tubes in the back, with
boxes attached to their ends. These boxes contain the detectors. The magnet with
the optics and detectors is mounted on a movable platform, enabling the magnet to
follow the sun for 12 h a day. Figure taken from [11].

2.3 Requirements for the detector

The expected signal of the axion to photon conversion are X-rays in a range between
1 keV to 10 keV, where the targeted sensitivity requires to probe for single events per
year [11]. The detection e�ciency in the region of interest was ranging from 60 %

13



2 IAXO

to 70 % for the detectors used in the CAST experiment. A high detection e�ciency
is desirable, as the expected event rate is low. The minimal detection e�ciency is
set to 70 % for BabyIAXO and 80 % for IAXO [11]. The required background rate
is 10≠7 counts/keV/s/cm2 for BabyIAXO and 10≠8 counts/keV/s/cm2 for IAXO [11].
These limits are challenging and they have not been reached yet in the desired
setting.

Energy resolution and low-energy threshold are a secondary requirement only. The
threshold goal value is at least 1 keV [11]. The resolution and threshold play a role
when searching for axions created by axion-electron coupling. Characteristics of this
process are lower energies and a spectrum with monochromatic peaks [9].

14



3 TAXO
The BabyIAXO helioscope is a scaled-down version of the planned IAXO experiment.
The purpose of BabyIAXO is to test and study possible components of the full-scale
experiment, while exploring new parameter space. In order to be an eligible detector
candidate for BabyIAXO, the X-ray detector needs to fulfil the requirements set in
the BabyIAXO technical design report. One requirement is to have a background
not exceeding 10≠7 counts/keV/s/cm2 for the range between 1 keV to 10 keV. The
desired detector e�ciency in the region of interest is set to 70 % with a threshold of
1 keV [11].

X-rays can be detected using a silicon drift detector (SDD). In this detector type
charges are created when ionising radiation like X-rays, gammas or electrons hit
the senstivive area. These charges are proportional to the deposited energy of the
particle. With the application of an electric field these charges are guided to the
anode, where they are read out. A sketch of an SDD pixel is shown in fig. 3.1. The
pixel has an integrated FET, for amplification of the signal. Details on the drift
behaviour of charge clouds can be found in [18].

Figure 3.1: Example of a SDD-pixel design, taken from [19]. Charge clouds are
guided by an electric field towards the centre where an integrated FET enhances the
received signal.

The small band gap of the silicon semiconductor is source of a leakage current.
This current is caused by thermally excited electrons, which are able to surpass the
band gap. With increasing temperature this e�ect becomes stronger. Cooling of the
detector reduces the thermal excitation and improves thereby the resolution. The

15



3 TAXO

small band gap makes shielding against light necessary as well. A short overview
about the physics of SDDs with more details can be found in [20].
After charge-sensitive amplification the SDD signal resembles a ramp, where the slope
stems from the leakage current. Every time the amount of collected charges surpasses
a given threshold, a reset pulse removes the collected charges. During the reset no
signal can be recorded, which results in a small dead time for the detector. The
charges created by an ionising particle are visible as a step on the ramp. Figure 3.2
displays schematically the recorded signal consisting of leakage current ramps and
multiple particle interaction signals.

Figure 3.2: SDD first stage signal sketch. The ramps are caused by the leakage
current. Ionising particles depositing energy in the SDD cause the steps in the ramp.

The TRISTAN SDD is a detector designed for the search for sterile neutrinos at the
KATRIN experiment [21]. The detector is versatile due to its features and can be
therefore used in other applications as well. The TRISTAN SDD used in this thesis
consists of seven hexagonal pixels of 3 mm. An exemplary detector can be seen in
fig. 3.3, which shows the readout side with numbered pixels corresponding to the
channel numbers. The active area of the 7-pixel TRISTAN SDD is 0.41 cm2.

Key features of this detector are a good energy resolution of less than 200 eV at 5.9 keV
for photons at room temperature [18], a low threshold of 1 keV, linear behaviour
deviating <0.1 % in the range from 6 keV to 60 keV [2], a high rate capability up to
105 cps [21], vacuum compatibility and cooling option to at least ≠30 ¶C [21] and a
high detection e�ciency of more than 95 % in the region of interest between 1 keV to
10 keV [23] (compare with fig. 3.4). More information on the TRISTAN SDD can be
found in [21].
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Figure 3.3: Seven pixel TRISTAN SDD depicted from the readout side. The
individual pixels are identified with numbers from 1 to 7. Image adapted from [22].

With these features the TRISTAN SDD is a good candidate to fulfil requirements
set for BabyIAXO and IAXO. The only not yet verified property is the background
index, which is not a concern for the TRISTAN application. However, there is great
potential for the SDD setup to not exceed the background limit. Due to the properties
of Si radiopure production is possible and di�erent shielding types can be applied
around the setup. The exploration of the background index and its comparison to
the desired value is the main goal of this thesis.

17



3 TAXO

Figure 3.4: SDD detection e�ciency. For the region of interest between 1 keV to
10 keV the detection e�ciency lies above 95 %. Figure taken from [23].

3.1 TAXO SDD Demonstrator

As described in chapter 2, the IAXO experiment is a rare-event search and hence
requires a low-background level. The low-background property is especially important
for the detector part of IAXO. In order to verify if the TRISTAN SDD can fulfil the
stringent background requirements a demonstration setup was built.

There are two sources of background: external and internal background. The internal
background comes from the setup itself, like the SDD, the PCB or the readout
electronics. In order to minimise the background of the setup the components need to
be as radiopure as possible, and the parts containing radioactive components should
be as far away as possible from the detector, with shielding in between them and the
detector.
The detector used in the demonstration setup is a seven pixel TRISTAN detector.
Originally designed without the low-background requirement, a custom PCB design
was necessary to adapt for the changed use case of the TRISTAN SDD for a rare-event
search. The electronics side with the application-specific integrated circuit (ASIC),
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3.1 TAXO SDD Demonstrator

which is used to read out the signals, was identified to contain components, which
are not radiopure. The distance between the detector and its readout electronics was
therefore increased and the connection of these two section has no direct line of sight,
due to a curved shape. The result is a custom PCB board with an ASIC part (body)
with long connection lines (neck) to the SDD (head) with no direct line of sight in
between. The board was named Giraxo as the long connection lines resembled the
neck of a gira�e. The PCB board with the SDD used for the internal background
measurement in the course of this thesis can be seen in fig. 3.5. A detailed description
of the PCB board development and design can be found in [22].

The Si wafer used for the SDD of the demonstration setup was tested for radiopurity.
The material of the PCB board, where the SDD is placed on, and the glue were both
chosen based on their radiopurity.

Figure 3.5: Custom PCB design (Giraxo) for the TRISTAN SDD, where the readout
electronics and the detector chip are connected with elongated connection lines
without a direct line of sight. The Giraxo-PCB lies in a copper holder to shield the
chip from the potentially more radioactive electronics section of the board.

In order to measure the remaining internal background the external radiation needs
to be prevented from reaching the detector. External background can have cosmic
origin or come from radioactive decay close by the setup. The onion shell structure
of the TAXO SDD demonstrator is build to prevent these external sources from
reaching the detector.

Cosmic ray background can be reduced by the overburden of an underground labora-
tory. To test the internal background, the experiment was located at the Laboratorio
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Subterráneo Canfranc (LSC) in Canfranc (Spain), which is an underground labo-
ratory located underneath a mountain, with a water equivalent of 2400m [24] - see
fig. 3.6.

Figure 3.6: Longitudinal geological profile of the mountains above LSC. Figure taken
from [25].

A common source of background is Radon in ambient air. To prevent Radon gas,
which would lead to an additional background, the setup is inside a nitrogen flush
box.
Inside the flush box the TAXO SDD on its Giraxo-PCB is packed into a lead castle
with walls of 10 cm. To shield potential 214Pb gamma radiation of 47 keV, there is a
Cu layer of at least 1 cm made from cleaned radiopure copper. Cu has a prominent
fluorescence line at 8 keV [26], which in turn can be shielded by a Si layer of 1 mm
(compare with fig. 3.7).

The design of the shielding with all its layers can be seen in fig. 3.8, where figs. 3.8a
and 3.8c show the outer part that hosts the PCB as a sketch and photo respectively.
In figs. 3.8b and 3.8d the inner layers are depicted as a sketch and a photo.

The BabyIAXO setup will be located in a shallow underground lab. There cosmic
rays will be able to reach the detector. The solution will be a plastic scintillator
muon veto and neutron shield. They will allow to identify muons, which gives the
possibility to remove their signal from the data.
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3.1 TAXO SDD Demonstrator

Figure 3.7: Mean free path of photons in Pb, Cu and Si. Figure courtesy of
C.Wiesinger [27].
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(a) A visualisation of the TAXO SDD

demonstrator. The custom PCB with the

detector is inside the copper block. The

copper block of the size of a standard

lead brick lies inside a lead castle, which

is inside a nitrogen flush box. Figure

courtesy of C. Wiesinger [27].

(b) Fanned visualisation of the copper block

housing the Giraxo PCB board. The bottom

part of the three layered Cu block holds the

PCB and has a Si wafer to shield the SDD from

below. The PCB is covered with a second Cu

layer including another Si wafer to shield the

SDD array from the top and from the

electronics. The third Cu layer covers the entire

PCD board. Figure taken from [22].

(c) TAXO Demonstrator. (d) Assembly of the Giraxo PCB in its Si-Cu

shielding.

Figure 3.8: Passive shielding of the TAXO demonstrator setup. On the the left side
the opened flushbox with the lead castle, with the copper brick containing the
GIRAXO-PCB. On the right side the fanned copper brick with the Si shielding and
the PCB is visible.
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3.2 Electronics chain and data acquisition

The electronics chain of the SDD demonstrator consists of several parts. A graphical
overview is given in fig. 3.9, the actual setup at LSC can be seen in fig. 3.10.

Figure 3.9: Sketch of the wiring of the TAXO Demonstrator. In red power lines, in
blue signal lines. Optical fibre in orange. The optical fibre connection makes it
possible to have the computer on a noisy power line, whereas the detector and the
readout system is on a silent power line with less noise.

The SDD on the PCB is connected to a bias board designed by XGLab. This board
performs a second stage amplification, which produces pulses with an exponential
decay. Examples can be seen in fig. 5.1. These signals are sent to a CAEN V1782
DAQ board. The CAEN DAQ converts the analog signals to digital signals. The
CAEN DAQ is controlled through the CoMPASS software on the computer. With
this software the acquisition mode can be set and the data recorded by the SDD
can be monitored in real time. The sampling rate was 100 MHz, with 4000 samples,
resulting in a recording of 40 µs length. The pre-trigger time was set to 20 µs, such
that the rising edge is in the centre of the recording.

The data was recorded in waveform mode. The CAEN DAQ receives signals from the
seven SDD pixels (see fig. 3.3) and an additional pulser. Each time one of the channels
records a signal, which is defined by the incoming signal surpassing a threshold, a full
trace is recorded for each channel. This recording method is called a global trigger.
The record of the waveforms from eight channels, consisting of seven pixels and the
pulser, is called an event.
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Figure 3.10: The TAXO demonstrator setup at LSC.

The background measurement requires a long runtime. The challenge of a long
running measurement with only a few counts is to ensure stability. An inactive pixel
can be missed, suggesting incorrectly the recording of a lower background. In order
to enable monitoring of the entire measurement a pulser was included in the setup.
The pulser was fed into the readout of the pixels, such that the pulser signal is visible
in each channel. In case a pixel would have stopped working, the pulser signal would
have vanished for this pixel.
The SDD is calibrated once. The pulser was included in the calibration in order to
establish a relationship between the pulser position and the pulser energy. In case
of changed bias voltages the pulser position would have a position shift. The pulser
checks that all seven pixels are working and monitors the stability of the gain. With
this monitoring method error sources of the long measurement time can be mitigated.
Evaluation of the pulser stability can be found in section 5.1.1.
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3.3 Data processing

The data recorded during the calibration and the background measurement is pro-
cessed after the data taking. Each channel is read out individually, where a timestamp,
which works as an identification number, and the waveform is saved. The analysis
was performed in four processing steps that populate di�erent data tiers:

0. DAQ data: CAEN DAQ card records data as binary files.

1. Raw data: binary data is converted to hdf5 files. The bit encoding is described
in the CAEN manual.

2. Digital signal processing (dsp) data: parameters are extracted from the wave-
forms. For this the following steps are performed:

• baseline reconstruction, which is the flat part before the pulse, using the
first 1024 datapoints. Here the baseline average and the spread of the
baseline values (baseline sigma) are determined.

• pole zero correction is applied to compensate the exponential decay of the
signal, with a decay time of 1400 datapoints for pulses in pixels and 10,000
datapoints for pulses of the pulser. This correction turns the decaying
signal into a step.

• fast trapezoidal shaping and leading edge triggering, to determine the
triggers and their positions.

• trapezoidal filtering, for amplitude reconstruction. The amplitude is pro-
portional to the energy deposited in the pixel of the SDD.

The result is a file including the baseline, the baseline sigma, a trigger list,
amplitude value for each trigger and a timestamp.

3. Calibrated data (cal): dataset with energies. The calibration functions are
applied to the amplitudes in ADC units to get the energy in keV. The cal-file
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contains the timestamp, the energy calculated with calibration functions from
the amplitude value and a two bit flag. The zeroth bit is set when there is more
than one trigger value, the first bit is set if the baseline sigma is higher than a
set threshold. This flag is a quality cut and more about this quality cut can be
found in section 5.2.2.

4. Event data: information gained in the previous steps is combined for waveforms
of the same timestamp. Each time one of the pixels registered a pulse or the
pulser sent out a signal, all channels were saved in an individual file. Calibrated
waveforms with identical timestamps are combined to one event. The event file
contains the timestamp for identification, a flag informing how many channels
registered a non-zero energy, an array of the energies for all used channels, the
multiplicity, the total energy and another flag informing whether the pulse
came from the pulser. The energy reconstruction leads to values below zero as
well. Negative values were set to zero. The multiplicity value counts all energy
values above 0.5 keV. And only energies above 0.5 keV contribute to the total
energy value. Energies below 0.5 keV are treated as noise signals.

The final step is to apply quality cuts to the events, as not all events qualify for the
background data evaluation. The quality cuts are explained in chapter 5.

3.4 Measurement description

The determination of the background level of the TAXO demonstrator provides
insight into the state and the limits of the current design. The value of the internal
background will provide information on how close the TRISTAN SDD demonstrator is
to the desired background index of 10≠7 counts/keV/s/cm2. Ideally the determination
of the background index value is accompanied by spectral information, which can
help to identify possible sources of the remaining background.

The total background measurement was divided in three sections. The first section
was a test of the setup. The second step of the background measurement, after
a successful test, is the energy calibration of the detector. The default output of
an SDD pixel is an ADC value. By measuring characteristic lines in the spectrum
of a radioactive source, energy values can be assigned to ADC values. Each pixel
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3.4 Measurement description

has slightly di�erent calibration values. The calibration performed in this thesis is
described in detail in chapter 4.
After the calibration measurement the radioactive source is removed and the back-
ground measurement can be started as the third section. The background mea-
surement uses the exact same setup as the energy calibration. With the applied
shielding, described in section 3.1, the SDD records only the internal background.
The measurement time to gather su�cient data for determining the background
index was estimated with three months [28].

The measurement is divided into runs for technical reasons and the runs are named
runXXX. Smaller datasets make an analysis easier. For each run the pulser was
restarted and the settings of the bias system and the CoMPASS software were
checked. This was necessary in order to check whether the components were still on
and working with the desired settings.
Each run consists of events, where each event is assigned an individual timestamp
which works as the identification number. An event consists of eight waveforms of
the same length, one pulser signal and seven pixel signals.

After the first two runs (run001 and run002) the PCB was changed as a large noise
signal was observed, and a second board was tested. The increased noise was not
present in the second board, which was then used in all following measurements.
The energy calibration run of the second PCB is run003. The numbering was not
readjusted in order to maintain a consistent naming and to avoid confusion during
the processing at a later point in time. The settings of the pulser, bias board and
the CoMPASS software can be found in appendix B.
During the data analysis run004 and run019 turned out to have features which
excluded them from direct use and are therefore not included in the figures of
chapter 5. The application of dedicated quality cuts, described in section 5.2, removed
the faulty data. Run004 and run019 could then be included in the final analysis steps
as well as the background index estimation.
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4 Calibration
The determination of the background spectrum of the TAXO SDD demonstrator
requires an accurate reconstruction of the event energy. The DAQ-unit used in the
setup, described in section 3.1, returns an arbitrary ADC unit, which can be related
to the true event energy. Within the scope of this work, an Americium 241 (241Am)
source was used to calibrate the detector. In a subsequent campaign at the Canfranc
Underground Lab (LSC), the unchanged setup was used to record a background
spectrum to determine the background index. This calibration procedure relies on
findings and resources as described in [2].

4.1 Spectral peak selection

The first step in the energy calibration procedure is to relate the spectral peaks in the
measured spectrum to the theoretical lines of the 241Am energy spectrum. In theory,
the 241Am spectrum has more than 10 identifiable peaks over a wide energy range
(>50 keV) (see table C.1). A large energy range verifies the linear behaviour of the
detector. The more spectral peaks are used the more accurate the fit. A feature of the
SDD is a thin dead layer of about 10 nm at the entrance window [21], where deposited
energy is only detected partially. The peaks of the 241Am spectrum up to 60 keV are
X-ray and gamma peaks. Photon detection is not impacted by the dead layer of the
SDD, as photons have a high penetration depth. Therefore, low-energy peaks can be
included in the calibration, making 241Am a suitable calibration source.

The 241Am spectrum was recorded for forty minutes, with the source at an activity
of approximately 40 kBq and in close distance to the detector. Forty minutes was
su�ciently long to obtain enough prominent spectral peaks for calibration purposes.
In general, a longer acquisition time is recommended, to gather more data, reduce
thereby the statistical uncertainty and make the spectral peaks easier to distinguish.

For choosing which of the measured spectral peaks should be included in the cali-
bration, the selection scheme of [2] is used. A selection number ranging from 1 to 7
is assigned to peaks in the 241Am spectrum. With increasing selection number the
acquired spectral peak position approximated by a Gaussian distribution resembles
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less and less the true position of the underlying peak. More details on the deviation
can be found in [2].
The recorded spectrum of 241Am in fig. 4.1 has three spectral peaks from the first,
optimal selection. They are gamma peaks. However, only two peaks have a distinct,
gaussian-shaped spectral peak. The remaining gamma peak is of low intensity and
has too few counts to be used in the calibration. Two peaks are su�cient to fit a
linear function, however, more data points make the fit more reliable. Therefore,
peaks of selection numbers six and seven are included in the calibration as well (there
were no usable spectral peaks of other selection numbers).
Spectral features with higher selection numbers are in general unsuitable for precise
calibration [2]. As the main goal of this thesis is to determine the background of the
detector setup and calculate the corresponding background index, the associated
uncertainty in the linear fit can be accepted.

An example of the measured uncalibrated energy spectrum of 241Am of one of
the detector pixels (channel 06) is shown in fig. 4.1. Prominent spectral peaks are
assigned a letter and the colour bands show the respective data range that is used
in the Gaussian fit to determine the position and the width, which corresponds to
the resolution, of the selected spectral peak (see section 4.3). Each channel of the
detector has a distinct energy scale and requires a separate calibration.

Figure 4.1: Uncalibrated energy spectrum (channel 06) measured in the presence of
an 241Am calibration source close to the detector. The most prominent spectral
peaks have been assigned a letter each. The colour band shows the data range of the
peaks used for fitting a Gaussian distribution to obtain the position and the width.
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4.2 Peak identification

Each spectral peak is assigned a number in [2]. The 241Am spectrum of this calibration
run was graphically overlayed with the numbered spectrum from [2]. Thereby, spectral
peaks from this calibration run were identified with spectral peaks in the numbered
spectrum and given a letter. Some peaks in the numbered energy spectrum are
superpositions of lines lying so close to each other that they cannot be resolved.
In case such a peak agreed with the position of the spectral peak in the measured
spectrum, the energy of the most intense peak was selected. The highlighted spectral
peaks in fig. 4.1 are summarised in table 4.1, where the peak number and energy is
given. More details can be found in the appendix in table C.2. Initially, more spectral
peaks were identified. During the calibration process some spectral peak turned out
to be unsuitable for some channels; they merged with larger spectral peaks close by
or vanished in the surrounding noise. The calibration uses the same spectral peaks for
all channels. Therefore, only spectral peaks were selected which were distinguishable
in all channels. These remaining spectral peaks were not renamed, but kept the letter
which was assigned to them in the beginning.
Table C.1 contains an overview of theoretically observable lines in the 241Am spectrum.
Neither the spectrum measured in [2] nor the spectrum measured during this thesis
are ideal depictions of the theoretical spectrum. Due to line widths and noise not
all lines are visible, especially lines of lower intensities, which vanish and lines with
too little distance, which become indistinguishable and appear as one spectral peak.
According to [29], the intensities of spectral peaks of the recorded spectrum can di�er
due to the source. The source can be packed in di�erent materials, which can be seen
by additional element specific peaks not associated with 241Am.

The peaks in a measured energy spectrum can be sorted by their calibration qualities
which are called selections, see table 4.1. A detailed description of the selection
categories can be found in [2]. A low selection number means that the position of
the spectral peak obtained with a Gaussian fit is close to the actual position of the
corresponding peak. Higher selection numbers contain spectral peaks consisting of
overlapping peaks or spectral peaks within non-negligible background contributions
in the selected fit range. For these cases, a simple Gaussian fit returns a position
which is farther away from the actual position of the main peak in the spectral
peak. The fit can be improved by using modified Gaussian curves. For this thesis
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the uncertainty of the fitted peak position caused by using the simple Gaussian is
acceptable.

The recorded spectrum in fig. 4.1 contains spectral peaks from four selections:

• selection 1 with distinct and single peaks, where the noise is negligible: O, Q,
and M.

• selection 4 with spectral peaks consisting of two lines: B.

• selection 6 with higher, distinguishable peaks in merged features consisting of
two or more lines: C, D, G, J and L.

• selection 7 with all remaining peaks: F and N

Spectral peak P was identified as a photon peak of selection 1 in [2]. The short
measurement time of the 241Am spectrum used in this calibration leads to a count
number of P of less than 10. The spectral peak has in this case no Gaussian shape
and cannot be used for calibration purposes.

spectral peak name peak number energy in (keV) selection
C 12e 11.400 6
D 16b 13.964 6
F 20b 16.816 6
G 21b 17.751 6
J 24a 20.784 6
L 26a 22.220 7
O 28 26.345 1
Q 37b 59.541 1

Table 4.1: Overview of the selected spectral peaks of the measured 241Am spectrum
with the true energy, peak number (see number in table C.1) and selection number
(adapted from [2]). A good candidate for calibration has a low selection number.
With increasing selection value the mean of the Gaussian fit will describe less
precisely the actual position of the peak. The pulser peak M cannot be used for the
calibration. A more detailed description of the spectral peaks is given in the
appendix in table C.2.
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4.3 Calibration functions

After the selection and identification of the spectral peaks, a Gaussian distribution
(see eq. (4.1)) is fitted to the peaks of the measured 241Am energy spectrum. From
the fit, the mean as well as the standard deviation are extracted.

f(x) = 1Ô
2fi‡

e
≠ 1

2
(x≠µ)2

‡ (4.1)

An example where a Gaussian is fitted to spectral peak Q can be seen in fig. 4.2.

Figure 4.2: Fit of a Gaussian distribution (dashed line) to the measured peak Q
(solid line) for an exemplary detector channel (channel 02), including the uncertainty
(
Ô

N) (solid vertical lines) in the counts. The mean of the Gaussian is at 6279 ADC
corresponding to an energy value of 59.5 keV. A good agreement of the peak with
the Gaussian model can be observed.

Each detector channel has an individual set {ADC energy, true energy} of ADC values
for the spectral peak positions, determined by the Gaussian fits, and true energy
values of the spectral peaks. Applying a linear fit to the set returns a calibration
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function for each channel [21]. The set of fit points is the same for all channels and
composed of eight spectral peaks, which can be found in table 4.1.

An example of the energy calibration for the measurement with an 241Am source
is shown in fig. 4.3. The first subplot shows the calibration data as well as a linear
fit. The error bars are enlarged by a factor of 20 to increase visibility. The lower
plot shows the residuals of the linear fit in eV (to be compared with the absolute
values in table 4.1). All fit points have a deviation of less than 100 eV, which is
better than the resolution of the peaks (see section 4.4). The fit functions with the
respective subplots of all other channels can be found in appendix D.1. They contain
the residuals in sigma and in percentage as well.

Figure 4.3: Energy calibration of a measurement with an 241Am source (channel 02).
The upper plot shows the peak position value as a linear function of the true energy.
The lower plot shows the residuals, converted to eV. The datapoints fit well to the
assumed linear relation. The deviation of the fit points is randomly distributed, with
highlighted zero value for easier identification, and below 100 eV.

The obtained fit parameters of the linear fits of all channels are shown in fig. 4.4.
Channel 01 has an o�set of ≠200 eV and slope of 9.2 eV/ADC. All other channels have
an o�set between ≠170 eV and ≠140 eV and a slope within (9.5 ± 0.1) eV/ADC. The
exact values including the uncertainties can be found in the appendix in table D.1.
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Figure 4.4: Slope and o�set of each channel obtained in the energy calibration.
Compared to the other channels, channel 01 shows a slightly di�erent o�set value,
which, however, is compatible within the uncertainties with the other o�set values.
The slope values are very similar as well.

The values of the linear fits presented in this chapter contain a small error. There
was a typo in the energy of one spectral peak (C ). The actual energy should have
been 11.242 keV instead of 11.400 keV. In addition spectral peak B could be included.
Including these two changes has mainly an impact on the low-energy range. Here,
the error in energy accounts for about 50 eV, which is significantly lower than the
resolution of more than 200 eV for 0 keV (compare with fig. 4.7). An update of the
energy calibration would have required a reprocessing of the background data and
the related analyses. As this imprecision was discovered at a late stage during this
thesis, it was decided to neglect the small bias due to limited time. An example for
the corrected calibration fit including spectral peak B and the correct energy for
spectral peak C can be found in the appendix in appendix D.2.

After having applied the energy calibration to the measurement data of the 241Am
spectrum, a calibrated spectrum as shown in fig. 4.5 is obtained. The respective
calibration function was applied to each channel and the energy spectra of all channels
were combined into a single, high-statistics spectrum by stacking the individual
spectra. The necessary condition to be able to stack the counts of di�erent pixels is
that they do not di�er in terms of for example resolution or spectral shape. As can be
seen in fig. 4.5 this assumption is valid for this case as a clear spectrum was obtained
for the summation of the counts. In addition, the Compton edge at 48.2 keV becomes
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observable in the summed spectrum. In the spectra of single channels, for example
in fig. 4.1, this feature had a too weak signal to be identified. The highlighted region
from 2 keV to 10 keV is the region of interest for the background index. Three quality
cuts were applied to the data, without them the data cannot be stacked. Due to
the application of the quality cuts, spectral peak M is no longer present as it is the
pulser signal. It was removed along with the low-energy noise. Further information
on quality cuts applied to the data is given in chapter section 5.2.

Figure 4.5: Stacked and calibrated 241Am energy spectrum of all pixels. At an energy
of 48.2 keV, the Compton edge corresponding to the 59.5 keV peak is visible. The red
color band indicates the region of interest for the background index determination.
All spectral peaks have a clear structure after the summation and the position of the
spectral peaks agrees with the energy of the identified peaks in table 4.1. All three
quality cuts (see chapter section 5.2 ) were applied, removing the pulser peak and
the low-energy noise.

4.4 Fano limit and energy resolution

The Fano factor is based on radiation creating electron hole pairs in a material.
In a purely Poissonian process the Fano factor is one [30]. For semiconductors the
process is sub-Poissonian, which means that the electron-hole pair production is not
independent but correlated, leading to a Fano factor smaller than one. The Fano
limit is the minimal width of a peak, describing the statistical fluctuation of the
production of charges [2]. Equation (4.2) can be used to calculate the Fano limit, by
setting ‡el to zero.

36



4.4 Fano limit and energy resolution

‡F ano+Noise =
Ò

F · w · E + ‡
2
el (4.2)

The curve has a square root shape with the FWHM increasing for higher energies
(eq. (4.2)). Here, F describes a material dependent factor. For silicon (Si) a Fano
factor of F = 0.115 is used for this thesis [27][31]. The factor w is another material
dependent constant describing the energy that is necessary for creating an electron-
hole pair, which takes the value of w = 3.6 for Si. The factor ‡el describes the
electronic noise of the signal readout electronics, see eq. (4.3).

‡el =
ı̂ıÙFWHM

2
59.5keV

8 · ln(2) ≠ F · w · E0 (4.3)

In this thesis we use the energy of the spectral peak at 59.5 keV for E0. The energy
resolution is calculated for the energy variable E. For a Gaussian peak eq. (4.4) gives
the conversion between ‡ and the energy resolution value.

‡F ano+Noise = FWHM

2 ·
Ò

2 · ln(2)
¥ FWHM

2.3548 . . .
(4.4)

The Fano limit and the energy resolution curves for this setup for each channel can
be found in fig. 4.6. Here, the energy resolution curve was extrapolated by using
one data point only - the FWHM of the spectral peak Q at 59.5 keV. One point is
insu�cient to fit this energy resolution curve, especially when an uncertainty should
be determined as well. However, the aim was to only retrieve a rough estimate for
the Fano noise. Most pixels have an energy resolution of about 260 eV FWHM at
an energy of 6.0 keV, only the energy resolution of channel 01 is worse with a value
of 382 eV, due to an unknown reason. The energy value of 6.0 keV was chosen to
better compare these resolution results to other calibration measurements, where
mostly 55Fe is used. 55Fe has two prominent lines at 5.9 keV and 6.5 keV. The elec-
tronic noise of the channels is the value of the point where the respective lines cross
the y-axis at 0 keV [2]. 10.0 keV is the upper limit of the energy range considered
for the background index making it the energy with the largest FWHM values in
the background index. A summary of energy resolution values for 0.0 keV, 6.0 keV,
10.0 keV and 59.5 keV of all channels can be found in table E.1.
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Figure 4.6: Energy resolution curves for the di�erent detector channels. All pixels
have a resolution of around 260 eV at 6.0 keV. Only pixel 1 features a worse
resolution of about 382 eV.

The energy resolution at 6 keV in the detector geometry is shown in fig. 4.7. No
obvious pattern is visible.
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Figure 4.7: Energy resolution in eV of the di�erent pixels at an energy of 6.0 keV.
Pixel 1, on the lower left, shows a worse resolution than the other pixels.
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5 Data Cleaning
The background of the TAXO demonstrator (described in section 3.4) was measured
for 116 days. The data was recorded in 19 shorter measurements called runs. The
runs run001 and run002 cannot be used as they belong to a di�erent TAXO PCB.
The calibration data is in run003, whereas run004 until run022 contain data of the
background measurement.
Data acquisition does not only record signals which are useful and interesting. The
irrelevant signals should be removed before the data analysis and this can be achieved
by data cleaning. Besides the check for completeness of the recorded data, where each
event should consist of eight waveforms, the event quality was taken into account as
well. Therefore, characteristics of good pulse shapes were defined:

• flat and smooth baseline

• one trigger only

• exponential decay of the signal, of 14 ns, for all pulses

These criteria ensure that the energy reconstruction, described in section 3.3, returns
correct values. In the following sections quality cuts, which ensure these criteria, are
described. Examples of pulses, which fulfil the aforementioned criteria, are displayed
in fig. 5.1.
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Figure 5.1: Example of 40 waveforms that satisfy the pulse characteristics, recorded
with channel 01. The stable baseline, one rising edge and the same exponential decay
rate are visible. The displayed pulses are pulser signals.

5.1 Stability of the recorded data

The measurement time of several months to gather su�cient data for the background
index of the TAXO demonstrator in the deep underground laboratory at LSC ideally
requires a stable data acquisition without drifts of any kind. All components of the
setup, like the SDD, the readout electronics and the pulser, therefore need to have a
stable operating mode. In the following section the stability of the pulser and the
baseline properties of the waveform are described.

5.1.1 Pulser stability

The pulser is used to monitor the function of the bias system. A prerequisite for using
the pulser as a monitoring device is to check first whether the pulser was stable itself.
The pulser remained stable throughout the entire measurement, which is visualised
in fig. 5.2, apart from three small instabilites in run005, run010 and run020 and a
slight decrease. A similar pattern can be seen in the baseline value (see section 5.1.2).
This drift of the pulser towards a lower energy (< 0.5 ADC) is much smaller than the
spread of 3 ADC. The calculated drift in energy obtained by fitting the data with a
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linear function was ≠0.012 % compared to the starting value. Figure 5.2 displays the
pulser over the background run time. The linear fit of the pulser signal (solid pink
line) and the pulser position in the beginning (dashed blue line) almost overlap. This
means that any significant instability in the SDD pulser events indicates changes in
the detector gain, rather than a change of the pulser amplitude itself.

Figure 5.2: Pulser position over time for the background data acquisition. The
recorded negative drift of ≠0.012 % over the entire measurement time is small. This
can be seen by the comparison of the linear fit of the pulser (solid line) and its
original position (dashed line) in the beginning.

The pulser signal is recorded by all seven pixels of the SDD. Figure 5.3 displays
the pulser signal recorded by channel 02 over the whole runtime. The pulser signal
drifts downwards by ≠0.6 % starting from the run005 to run022. The absolute drift
is ≠0.1432 keV. In addition, there is a di�erence between the starting position of
the pulser in run003 (not in the figure) and the average position at the beginning of
run005. This o�set was not further investigated.

Figure 5.4 summarises the drift of the pulser in percent for all channels of the detector
and for the pulser itself. The drift values in percent as well as in keV can be found in
table F.1.

A drift is present in all channels, except in the pulser channel. This implies a change
in the detector gain, which could be explained by a decreasing voltage in the power
supply of the detector chip. The di�erence between the channels can be explained
with slightly di�erent readout electronics for each channel. As the pulser provided
signals of constant energy, the channels recorded a decreasing energy. This means
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Figure 5.3: Example pulser data from the background measurement (channel 02).
The starting position of the pulser from run003 (dashed blue) shows a shift with
regard to run005. The linear fit of the pulser signal (solid pink line) shows a negative
drift from run005 to run022 with a decrease of the energy by ≠0.6 %.

Figure 5.4: Negative drift of the pulser over the measurement time in % for all
detector channels and the pulser channel. The detector pixels with the largest energy
drift are aligned in an axis from the top left to the bottom right. The reason for this
structure is not clear, but could be due to electronic readout dependencies.

that the energy seen by the channels has a bias to lower values. The energy drift can
be corrected in the o�ine processing. The resulting bias for a channel is at most the
respective energy resolution. An exact energy reconstruction was not in the scope of
this thesis, therefore, the decision was taken not to correct the energy values.
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5.1.2 Baseline stability

A stable baseline over the course of the entire measurement time is desirable. A
drift can indicate a changed leakage current, which could stem for example from
temperature changes. Figure 5.5 displays the absolute baseline value exemplary for
channel 02 for run005 to run022 before the application of quality cuts. The baseline is
constant apart from some minor dips in run005, run010 and run020. In addition, for
the selected time range a small amount of baseline values are lower than the majority.
The distribution is not equal in both directions, as there are very few baseline values
lying above the main band.

Figure 5.5: Absolute baseline value of channel 02. It is stable, except for minor dips
in run005, run010 and run020. Several more baseline values appear underneath
rather than above the band.

5.2 Quality cuts

A detailed study of the measured background data revealed that the data collection
contained waveforms which were not usable for the analysis of the background. There
was an issue with the recording itself, where signal waveforms were not recorded for
some timestamps for individual channels. The o�ine processing exposed multiple
triggers in waveforms and incorrect energy reconstruction due to waveforms with
sloping baselines. This motivated the use of quality cuts to remove incomplete and
incorrectly reconstructed events.
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5.2.1 Timestamp mismatch - first quality cut

Each event is supposed to consist of eight signals recorded at the same time: seven
waveforms from the respective pixels of the SDD and one waveform from the pulser.
For most runs the data recording missed one or more channels for varying amounts
of time, misaligning the data. In order to reconstruct an event the timestamps need
to be compared. The reason for this DAQ malfunction is not clear yet, but it will be
studied in the future to improve upcoming measurements.

Figure 5.6 shows the recorded timestamps for three di�erent runs for each of the
eight channels. Figure 5.6a displays an example of a complete dataset, where each
event has a complete set of recorded channels. This dataset represents the ideal
case. Most of the background runs featured a loss of records of varying degree. A
medium case of dataloss can be seen in fig. 5.6b, where the missing records appear
as thin white lines. A severe case of dataloss is displayed in fig. 5.6c, where the first
two thirds of the dataset have large gaps. In the last third of the dataset only one
channel was recorded for each time point. In addition, the respective timestamps
corresponded to a date which did not agree with the actual time period of the run.
This error feature only occurred in two runs - run004 and run019. The cause of this
error was not further investigated.

The background measurement consists of 19 runs. Run019 had complete records for
only 55% of all recorded timestamps. The other eighteen runs had complete events
for more than 90% of the recorded timestamps. Out of those, eight runs had almost
only complete events. Figure F.1 shows the usable amount of data for each run.

As only complete records of events are usable, all incomplete events were removed
from the analysis. The completeness check of an event is the first quality cut - QC1.

5.2.2 Multiple triggers and a sloping baseline - second quality cut

The signal processing, described in section 3.3, is designed for typical SDD waveforms,
without additional features. These events have at most one pulse per channel and
each pulse has a single trigger, a flat baseline and a regular decay, which looks like
the pulses in fig. 5.1. For each identified trigger an amplitude is calculated. Noise
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5.2 Quality cuts

(a) complete dataset - each event has a complete set of recorded channels (run006).

(b) incomplete dataset - some events lack one or more channels, visible as white lines

(run013).

(c) incomplete dataset - significantly more events lack the information of one or more

channels. In addition, the last third of the run features an entirely di�erent type of data

loss, as precisely only one channel was recorded for a given timestamp. These timestamps

carry an additional error, where they are assigned to a future time, not related to the

actual time span of the run.

Figure 5.6: Timestamp mismatch of varying degree - (a) no data loss, (b) medium
data loss and (c) significant data loss

bursts, reset signals or in-trace pileup can fulfil the trigger criterion, too. Sloped
baselines, caused by pre-trace pileup (downward slope) or reset trigger tails (upward
slope), impact the reconstructed amplitude value as well.

A second quality cut (QC2 ) was introduced, in order to remove unsuitable events and
thereby ensure accurate energy determination. QC2 takes into account the number
of triggers as well as the slope of the baseline.
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5.2.2.1 Trigger count

A pulse can be identified by a rising edge which passes a threshold. Proper pulses
feature only one trigger, ideally in the middle of the recorded time window. Pileup
events have more than one trigger. Noise bursts as well as reset signals have rising
edges, too, which are recognised by the trigger filter as well. An amplitude value is
calculated for each trigger position. Neither the amplitudes for noise bursts and reset
signals nor amplitudes of pulses with at least one of these features can be used. The
applied amplitude calculation only works for proper pulses described at the beginning
of this chapter. Details on the amplitude calculation can be found in section 3.3. In
order to remove events with distorted pulse shapes from further analysis, each event
with more than one trigger gets a flag.

Figure 5.7 displays waveforms where more than one trigger was present. Most of
these waveforms have a reset signal in the second half of the time window.

Figure 5.7: QC2 - example of 60 waveforms of the background spectrum, recorded
with channel 03, which feature more than one trigger. Most of them contain a reset
signal in their second half.
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5.2 Quality cuts

5.2.2.2 Sloping baselines

Another feature which can lead to wrong energy reconstruction by applying a
trapezoidal filter are sloping baselines. Figure 5.8 shows some example waveforms
with upward sloping baselines. Upward sloping baselines are most probably caused
by a preceding reset signal. Downward sloping baselines, not present in the figure,
can be explained by a so called pre-trace pileup. The downwards sloping baseline is
the tail of a preceding pulse.
For the energy reconstruction the average position of the baseline of a waveform
is used as its zero. Events with an upward sloping baseline are assigned a higher
energy, as the average lies below the regular baseline position. The height of the pulse
remains the same, leading to a higher reconstructed energy. A downward sloping
baseline faces a higher zero position compared to the regular case and thus is assigned
a lower energy.

Figure 5.8: QC2 - example of 60 waveforms which feature a sloping baseline. The
magnitude of the slope varies among the displayed waveforms.

5.2.2.3 Baseline variation

The baseline variation is determined by calculating the standard deviation of the
ADC values for the time that the baseline was recorded. The baseline variation values
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of the background data (run004 up to including run022) can be seen in fig. 5.9. Each
channel has a clear peak with small baseline sigma spread where the bulk of the counts
is situated and a tail towards higher values. Channel 01 has a significantly broader
peak which additionally is shifted to the right, indicating worse noise performance.
The shape of the tail varies as well for the di�erent channels. Channels 01, 03, 04
and 05 have a flat distribution for high values of energy spread, while channel 02
and 06 show a decline. Channel 00 features comparably high count rates for the high
baseline sigma values. The reason for this behaviour was not further studied.
Baseline variations can be caused by electronic noise of the setup. Another source
of large spread are sloping baselines caused by earlier events. Both features have
an impact on the energy reconstruction process. Therefore, all waveforms with a
baseline variation value of more than 20 were removed. For channel 01 this limit was
set to 40.

Figure 5.9: Baseline sigma values of the entire background measurement (run004 up
to including run022) for all channels. Each channel has a dominant peak below
20 ADC. The peak of channel 01 is significantly broader than the peaks of the other
channels. In the region of high baseline variations channel 01, 03, 04 and 05 feature
a flat tail, whereas channel 06 has almost no tail. Channel 00 and 02 have additional
peaks.
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5.2.2.4 E�ect of the baseline cut

Figure 5.10 displays the reconstructed pulser signal energy (channel 03) before and
after the second quality cut, which removes events with sloping baselines and multiple
triggers. The pulser band before the cut, displayed in the top plot of fig. 5.10, consists
of a main band with a tail shifted to higher energies, which has a lower density of
points. The bottom plot of fig. 5.10 displays the pulser data after the cut. The tail,
on top of the main band, was removed. Events in the tail had an upward sloping
baseline, which fits to a higher reconstructed energy. To illustrate the e�ect of QC2,
an example of waveforms from the main band and the tail are displayed in fig. 5.11a
and fig. 5.11b respectively.

Figure 5.10: Pulser signal of the background measurement (recorded by channel 03).
The top figure is the dataset before QC2. The figure on the bottom displays the
dataset after removing all events which have either a sloping baseline or multiple
triggers or both. The tail is removed with QC2, leaving a well defined band of the
pulser signal for the whole dataset.

In fig. 5.12 a more detailed inspection of the baseline parameters is given. The
displayed data stems from the main band and its tail of run006 recorded by channel 03.
The data points were assigned to the main band and tail by the absolute energy
of the pulse. The assumption that events in the tail feature high sigma values of
the baseline is verified in fig. 5.12a. The previously described cut for ‡ > 20 for
channel 03 is therefore valid. This cut e�ectively removes sloped baselines. A similar
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(a) waveforms from the pulser band, with a

stable baseline.

(b) waveforms from the tail, with clearly

visible sloped baselines. Some waveforms

have an earlier trigger, this e�ect was not

further studied.

Figure 5.11: Waveform examples for the two di�erent pulser band regions.

e�ect can be seen for the absolute baseline value in 5.12b. Here the low values
correspond to events in the tail. In principle, a cut could have been applied to the the
absolute baseline values instead of the standard deviation. The advantage of using
the variation of the baseline as a quality criteria is that the cut can be applied to
all channels and runs. The absolute baseline value on the other hand can vary for
channels and runs. An unstable baseline can hint at additional noise in the waveform.
The general applicability and the sensitivity to noise make the sigma value of the
baseline a better candidate for a quality cut.
Another tested hypothesis was the connection between trigger number and events
in the tail. Figure 5.12c shows the distribution of the trigger number for all of the
selected events, the main band and the tail. According to this figure, events in the
tail have one trigger only. Therefore, the trigger number cannot be e�ectively used
as a quality cut to reject events from the pulser tail.

The evolution of the baseline sigma values for the entire measurement time without
quality cuts is shown in fig. 5.13, exemplary for channel 02. With run011 the spread
in the baseline value has a fourfold increase. In addition, there are two runs with a
change of the baseline values. The investigation of the changing baseline sigma value
was beyond the scope of this thesis.
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(a) Baseline sigma value - main and second

band separated.

(b) Baseline absolute value - main and

second band separated.

(c) Baseline trigger number.

Figure 5.12: Baseline characteristics - baseline variation, absolute baseline value and
trigger number

5.2.3 Pulser identification and multiplicity definition - third
quality cut

To determine the background index, it is necessary to only include events that are
actual signals. The third quality cut (QC3) therefore removes the pulser signal and
noise signal, present at low-energy, from the background data.

The pulser signals are visible in all channels. If channel 07, which exclusively records
the pulser, has a signal, the event is marked as a pulser event. Events of channels 00
to 06, which happen at the same time a pulser event is registered, are excluded from
the background analysis.
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Figure 5.13: Baseline sigma values for the entire background measurement without
quality cuts. There are two stable periods. The first starts with run006 until
including run010, and the second for run011 until including run022. Between the two
groups there is roughly a four fold increase. Run005 and run020 have a change of the
sigma value during their respective runtime, this e�ect was not further investigated.

The event energy is a sum of the energies recorded by all channels. Thereby, the
energy of charge sharing events is properly accounted for. Charge sharing happens
when the charge cloud is created between pixels such that two or even three pixels
record parts of the energy. Summing over all energies would include noise signals,
which happen simultaneously in other pixels, but have no connection to the actual
event. In order to identify charge sharing and noise, each pulse with a reconstructed
energy of more than 0.5 keV is assigned a multiplicity flag. These flags are summed
for each event. Events of multiplicity zero, which potentially contain low-energy noise,
were removed from the dataset.

Events remaining after the third quality cut have a recording of all channels, a proper
energy reconstruction, are not caused by the pulser and are not part of the noise.

5.3 E�ect of the quality cuts

The three quality cuts, described in section 5.2, are applied to the data subsequently.
The result is a cleaned dataset with events that have a recording of all eight channels
and an accurate energy reconstruction, and which are neither a pulser signal nor
noise. This cleaned dataset can be further analysed.
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5.3.1 Calibration run

To calibrate the energy of the TAXO SDD demonstrator a measurement with 241Am
was performed - see chapter 4. In fig. 5.14 the event energies of the calibration data
can be seen. To obtain the event energies, calibration functions were applied to the
data of the calibration run. Then the three quality cuts, described in section 5.2, were
applied. The di�erence between the obtained spectrum and fig. 4.1, which displays
the uncut data, are the removed noise signals close to 0 keV as well as the removed
pulser signal. The features of the 241Am spectrum are clearly present. Among them,
the photon peak at 59.5 keV is visible along with its Compton edge at 48.2 keV.

Figure 5.14: 241Am spectrum - calibrated and summed over all channels after
application of the three cuts.

Figure 5.15 shows in addition the multiplicity distribution of the calibration data.
The signal consists mainly of events of multiplicity one. In regions of higher count
rates, for example between 10 keV to 30 keV as well as around 59 keV, events of
multiplicity two and even three can be seen.

5.3.2 Background run

To see the e�ect of the three quality cuts on the background data, run007 was
picked as an example. The full spectrum is displayed in fig. 5.16. Only a few events
remain after the quality cuts. The highlighted region is the region of interest for this
thesis. Only counts between 2 keV to 10 keV will contribute to the background index
calculated in section 6.1.
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Figure 5.15: Multiplicity of the calibration run (run003) (left side) and its summed
spectrum (right side) - after application of the three quality cuts.

The multiplicity distribution of the background data is shown in fig. 5.17. The events
have mainly multiplicity one, the remaining have a multiplicity of two.
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Figure 5.16: Background spectrum of run007 after application of the three quality
cuts and summation over all channels. The region of interest is given by the shaded
red area.

Figure 5.17: Multiplicity distribution of run007 after application of the three quality
cuts and summation over all channels. Only few events with multiplicity two are
present.
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6 Background index

To determine the background of the TAXO SDD demonstrator and the signal readout
electronics, a dedicated long-term measurement (116 days) was performed in the
underground laboratory Laboratorio Subterráneo Canfranc (LSC) in Canfranc. After
identifying and rejecting unsuitable events within the entire background data set,
based on several quality criteria (see section 5.2), the background index can be
calculated with eq. (6.1).

Ibackground = c

�E · T · A
(6.1)

The background index Ibackground is defined as the number of background events c

observed in a given energy window �E (here 2 keV to 10 keV), for a time period
T by a detector of area A. The determination of the event energy is described in
section 3.3. The active area of the seven pixel TRISTAN SDD detector are 0.41 cm2

(see chapter 3).
To retrieve the duration of the data acquisition for the background index calculation
the pulser signal is used. The pulser signal contains information on the real active
time of the setup. The pulser rate was set to 0.5 Hz. The pulser GUI of the setup
provided a monitoring system which showed the elapsed time and the number of
pulser events. From this data an actual frequency of 0.46 Hz was determined, which is
used in the following analyses. The reason for this deviation was not further studied.
Downtimes of the setup are caused by the reset pulses. The pulse generator has
been programmed such that the time distribution of the events follows a Poissonian
distribution. This was done to ensure that the pulser signal does not coincide with
the reset pulse for extended periods of time. The idea is that the pulser events
will coincide with the reset signal for the same fraction of time as real background
events.

Starting with the total background measurement time, first QC1 is applied, where
part of the data is rejected due to incomplete event recordings (see section 5.2.1).
Secondly, QC2 ensures that events featuring multiple triggers or a noisy baseline,
are removed. The number of pulser events which pass both quality cuts QC1 and
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QC2 is divided by the pulser rate (0.46 Hz) to obtain the active measurement time
in seconds.

Another value which can be attained from the pulser is its acceptance rate. The
acceptance rate is the fraction of pulser signals which passed QC2 divided by the
number of pulser events passing QC1. The lower the acceptance rate, the longer a
measurement will take to collect the same amount of useful data. The acceptance
rate for this background measurement ranges from 98.08 % to 98.61 % for each run
(compare with fig. 6.1). This is an acceptable value, as the reset was expected to
have a small influence on the active measurement time.

Figure 6.1: The acceptance ratio of the pulser is the number of pulser events after
QC2 divided by the number of pulser events after QC1. The ratio indicates how
much of the dataset is usable after removing events impacted by reset triggers,
pileups and excessive noise. The acceptance rate lies between 98.08 % to 98.61 %.

6.1 Background index result

With all the necessary inputs present, the background index was calculated. Figure 6.2
shows the calculated background index for each run with uncertainties using the
method by Feldman and Cousins [32]. The background index was calculated for
each run separately. Most runs have a background index in the range between
0.4 ◊ 10≠5 counts/keV/s/cm2 to 0.8 ◊ 10≠5 counts/keV/s/cm2. Two runs (run011 and
run014) did not record any events in the region of interest. Run022 has the largest
uncertainties which can be related to its short measurement time. The background
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index values for run004 until run010 fluctuate less than for run011 onwards. There
was a power outage in the laboratory room, causing a shutdown of our measurement
setup after run010, which could have had an impact on the later measurements.

To determine the final background index, all collected counts between 2 keV to 10 keV
for all channels were summed and divided by the total active runtime, the area of
the detector and the selected energy range. The final background index including all
runs is (5.9 ± 0.5) ◊ 10≠6 counts/keV/s/cm2.

Figure 6.2: Calculated background index for the TAXO SDD demonstrator setup at
the LSC underground laboratory. The active measurement time was 116 days. The
total background index has been calculated by determining the background index of
each run and taking an average. In most runs, a background index between
0.4 ◊ 10≠5 counts/keV/s/cm2 to 0.8 ◊ 10≠5 counts/keV/s/cm2 was obtained, no
events were recorded for run011 and run014.

The summed background spectrum index for all runs as well as a simulated energy
spectrum for the TAXO SDD demonstrator is displayed in fig. 6.3. The simulation
data in fig. 6.3 was provided by C.Wiesinger [28]. The recorded background spectrum
features a low count rate of 165 counts in the region of interest over 116 days. As a
consequence, the statistical uncertainty is large. This has to be taken into account
when comparing the measured background spectrum index with the simulation.
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The measured background spectrum index features multiple peaks. In general, the
position of the features is in agreement with the simulation. This agrees with the
assumption that the energy calibration together with the bias voltages stayed constant
over the entire measurement time of several months. A shift between the simulated
and measured spectrum would hint at changed calibration values.

When comparing the measured background spectrum with the simulated one in more
detail, small di�erences can be observed.
Both spectra have peaks at 13.0 keV, 15.3 keV and 16.3 keV. Those can be attributed
to X-ray lines from 238U and 232Th decay chains. These lines should be only visible
when the respective isotope is located in close proximity to the SDD. They could for
example stem from the PCB material that is used for mounting and connecting the
detector chip. In particular, an origin from a farther source can be excluded since
the X-rays would have been absorbed by the shield made of Cu and Si [27].
Regarding the di�erences between the measured and the simulated spectrum the
following observations can be made: One prominent peak at 8.0 keV, an X-ray
fluorescence of Cu, and another peak at 10.8 keV, which could stem from 210Pb
or 232Th, are missing in the background measurement. This might be caused by
di�erences between the actual setup and the simulation implementation. The copper
fluorescence line, originating from the copper shield, could have been absorbed by
the silicon plate, which in reality sits closer to the SDD than implemented in the
simulation. The second missing line could be due to an irregular distribution of the
impurities in the PCB. If they are located in a deeper layer of the PCB board lower
energy lines could get absorbed by the PCB itself.
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Figure 6.3: Background spectrum index in bins of 0.2 keV (in red) with errorbars
(vertical orange lines). The average value of (5.9 ± 0.5) ◊ 10≠6 counts/keV/s/cm2 is
depicted by a horizontal red dotted line. The measured spectrum agrees with the
spectrum of the simulation (blue line). The red-dotted color band indicates the
region of interest (2 keV to 10 keV) for the calculation of the background index.

6.2 Result discussion

The goal of the BabyIAXO experiment to be able to explore new parameter space
of the proposed axion particle, requires a detector with a background index below
10≠7 counts/keV/s/cm2 [11], or equally 3 counts/keV/year/cm2 (see section 2.2). The
count rate of (5.9±0.5)◊10≠6 counts/keV/s/cm2, or equally about 200 counts/keV/year/cm2,
measured with the current TAXO SDD demonstrator is more than one order of
magnitude higher. However, upgrade plans are in place to improve the background
further towards the BabyIAXO goal.

It is assumed that the increased background level measured with the TAXO SDD
demonstrator setup can be related to the detector PCB material. A radiopurity
assay of the PCB material showed that it was not as clean as initially assumed [27].
Exchanging the material will reduce the background. The planned upgrade of the
TAXO SDD setup will use PCB boards consisting of two pieces. There the PCB is
cut at the neck, separating the head from the body (see fig. 3.5). Here, the head and
neck of the PCB is made of silicon, whereas the body of the PCB will be made of a
di�erent PCB material, which has better radiopurity values than the one used for
the PCB from this background measurement.
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7 Conclusion
In this thesis the background index of a seven pixel TRISTAN SDD in a dedicated
setup was determined from a 116 days long measurement located in the deep under-
ground laboratory LSC. First a short energy calibration measurement was performed
using an 241Am source. The spectral peaks of the 241Am data were selected and
identified. For each pixel of the TRISTAN SDD a precise calibration was obtained.
To improve the peak identification step in future measurements a longer acquisition
time would be beneficial. After the energy calibration measurement, background
data was acquired with the same setup.

The collected data consists of events which are composed of waveforms of all seven
pixels as well as the waveform of the pulser. Collected events featuring reset pulses
or pileup events are not of interest. Therefore, a data cleaning step was introduced
to remove these parts of the data.

The signals generated by the pulser were used to monitor the measurement over the
whole time period. With their help the stability of the gain was shown, as well as
the live time of all pixels over the entire measurement.

The background index determined for the TRISTAN SDD in the aforementioned
setup is (5.9 ± 0.5) ◊ 10≠6 counts/keV/s/cm2. The required value for the BabyIAXO
experiment is less than 10≠7 cts/keV/s/cm2. The background in the current setup
is hence more than one order of magnitude higher than the desired value. With
the obtained spectrum a hypothesis for the exceeding background was established.
The printed circuit board (PCB) containing the TRISTAN SDD possibly contains
more radio-impurities than expected. This is supported by comparing the measured
spectrum with a simulated one and confirmed by radio assay measurements of the
PCB material. In order to test this hypothesis an upgrade of the setup, which was
used for this thesis, is planned. The upgraded version will have an updated PCB
design, and will be made of a more radiopure material. These measures are expected
to reduce the background index in the future.
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ADC analog-to-digital converter
ALPS Any Light Particle Search
ALPs axion-like-particles
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CAST CERN Axion Solar Telescope
CP charge-parity
CPT charge-parity-time
DAQ data acquisition
DESY Deutsches Elektronen-Synchrotron (en: German Electron Synchrotron)
GUI graphical user interface
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KATRIN Karlsruhe Tritium Neutrino Experiment
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LSW light shining through a wall
PCB printed circuit board
PQ Peccei-Quinn
QCD quantum chromodynamics
SDD silicon drift detector
SNR signal-to-noise
TAXO TRISTAN detector in IAXO
TRISTAN Tritium Investigations on Sterile to Active Neutrino mixing
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A Current axion constraints

Figure A.1: Current axion constraints without upcoming experiments. In green
cosmological constraints including haloscope results are given. Helioscope results as
well as bounds obtained from stars are blue. Grey areas are bounds provided by
LSW experiments. The QCD-axion hinted region is the yellow band. Explanation
and figure taken from [14].
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B Runlist and settings of devices and
software

B.1 Runlist

Board B Board A
runs run001 run002 - run003 run004 -

run022

function calibration
with 241Am

overnight
measure-
ment

test for
noise -
passed

calibration
with 241Am

background
measure-
ment

comments channel 5
had random
telegraph
noise

too much
noise during
calibration;
conclusion
to switch to
board A

less noise
than for
board B

successful
calibration

successful
datataking

Table B.1: Overview over the content of the runs. Board B was exchanged due to
too high noise levels. Board A had a better performance, resulting in successful data
taking.

B.2 Settings

B.2.1 Bias system

The power supply (appendix B.2.2) provides the bias system with the correct voltage.
The bias system by XG-Lab in turn provides the correct voltages for the detector.
The low and high voltages can be found in tables B.2 and B.3 respectively.
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B Runlist and settings of devices and software

name V
rel_L ≠9.98
res_H 4.0
-5V ≠5
5V ≠4.98
V_curr 2.86
V_ref 2.86
V_sss ≠1.1
V_d 6.17

Table B.2: Low voltages
of the bias board.

name V
R1 ≠8.95
RX ≠120
IGR ≠18.9
BC ≠100.2
BF ≠110.1

Table B.3: High voltages
of the bias board.

name V
BW 1.1
VTH 2.5
VCURR 2.7
VREF 2.7
O�set 0

Table B.4: Voltages set
in the graphical user
interface (GUI) of the
bias board.

boards on 3
channels on 1-7
detector High Voltage ON
detector Low Voltage ON
Low Gain Mode OFF
Select Pre OFF
available modules SN 2573

varying values
V_SSS 1.076 mA
V_d current 1.801 mA
Temperature 1.707 V

Table B.5: Bias board - other settings.

B.2.2 Keithley power supply

The Keithley power supply of the 2230 series (2230-30-1) is powering the bias board.
The voltage was set to 24 V and the current automatically sets itself.

B.2.3 CAEN Digital Detector Emulator

The pulser is the CAEN DT5810B Fast Digital Detector Emulator. It was set to
the lowest possible frequency (0.5 Hz). The pulser can be controlled through a desktop
app, which provides a inspection mode. This mode shows the runtime of the pulser as
well as the number of signals sent out by the pulser. As the pulser mode was set to a
Poissonian distribution, the distance between pulses is changing. With the inspection
mode a rate was calculated of 0.46 Hz, which was lower than the set frequency. The
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B.2 Settings

calculated frequency was used for the background determination. The reason for the
discrepancy between set frequency and calculated one was not further investigated.

Energy fixed
LSB 1267*
V 0.3
Time base Poisson
kHz 0.0005

Shape
Rise (µs) 0.2
Tau (µs) 100

Table B.6: Settings of the pulser GUI.
*automatic, depends on V

B.2.4 CoMPASS settings

In order to enable the global trigger, a file has to be loaded. It can be obtained from
CAEN.

mode wave
timed run (in seconds) no
save RAW data yes
file format bin
limited file size 100 MB
file saving option - single/oneFilePer-
Channel

OneFilePerChannel

file saving option - if single selected -
time sorting (yes/no)

Not applicable

energy format ADC channel
spectra saving Yes
format .txt
type Energy

Table B.7: CoMPASS acquisition settings.
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B Runlist and settings of devices and software

Name V1782_38
ADC bits 16
ROC firmware 4.25 build 5510
Link A4818 PID 22837, chain node #0
ID 0-16-38
Sampling rate (MS/s) 100.00
AMC firmware 128.78 build 6825
Status connected
Model V1782
DPP type DPP_PHA
License Licensed
Enable ON

Table B.8: CoMPASS - board settings.

Enable yes
Record length 40000
Trace length -
Pre-trigger 20000
Polarity negative
N samples baseline 1024
DC O�set channel 0-6: 65%; channel 7: 15%
Course gain 1

Table B.9: CoMPASS - board settings - input.

Threshold run003: 150lsb - for all channels;
run004 & run005: 180lsb;
run006 - run010, run012 - run022: 220lsb for channel 01,
180lsb all other channels;
run011: 220lsb for all channels

Trigger holdo� 400ns
Fast Disc. smoothing 32
Input risetime 800ns

Table B.10: CoMPASS - board settings - discriminator.
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B.2 Settings

Trap. rise time 4.0 µs
Trap. flat top 0.3 µs
Trap. pole zero channel 0-6: 14 µs; channel 7: 100 µs
Peaking time 50 %
N samples peak 1
Peak holdo� 0.960 µs
Energy fine gain 1

Table B.11: CoMPASS - board settings - trapezoid.

type Custom
Addess 0x 0
Ch 0
Value 0x 0 0000

Table B.12: CoMPASS - board settings - registers.

Energy N channels 32768
PSD N channels 16384
Time intervals N channels 8192
Time intervals Tmin 0.000 µs
Time intervals Tmax 1000.000 µs
Start/stop dt N channels 8192
start/stop dt Tmin ≠1000 ns
start/stop dt Tmax 1000 ns
2D Energy N channels 128
2D PSD N channels 128
2D dt N channels 128

Table B.13: CoMPASS - board
settings - spectra.

Saturation rejection o�
Pileup rejection o�
E low cut 0
E high cut 0
E cut enable o�
PSD low cut 0
PSD high cut 0
PSD cut enable o�
Time intervals low cut 0 ns
Time intervals high cut 0 ns
Time intervals cut enable o�

Table B.14: CoMPASS - board
settings - rejections.

C0 0
C1 1.000
C2 0
Calibration units keV

Table B.15: CoMPASS -
board settings - energy
calibration.

Start mode Software (asynchronous)
TRG OUT /GPO mode Global ch. OR
Start delay 0 ns
Channel time o�set 0.000 ns

Table B.16: CoMPASS - board settings -
synchronisation.
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B Runlist and settings of devices and software

Coincidence Mode DISABLED*
Coincidence Window 100 ns

Table B.17: CoMPASS - board
settings - trigger/veto/coincidences.
*from run011 onwards, before it could
have been ON

Label CH
FPIO type NIM*
Rate optimisation 32

Table B.18: CoMPASS - board
settings - miscellaneous.
*from run011 onwards, before it could
have been TTL

Correlation Disabled
Reference Channel not applicable
Reference board not applicable
Correlation window (µs) not applicable

Table B.19: CoMPASS - board
settings - time selection.

Event building mode Disabled
Table B.20: CoMPASS - board
settings - virtual channels.
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C Americium Lines[2]
Number Element Line Energy (keV) Relative intensity Source

1a 22Ti K–2 4.505 6.4 [26]

1b 22Ti K–1 4.511 12.8 [26]

2 56Ba L—1 4.828 2.47 [26]

3a 26Fe K–2 6.391 10.2 [26]

3b 26Fe K–1 6.404 20.2 [26]

4 26Fe K—1,3 7.058 3.63 [26]

5a 28Ni K–2 7.461 12.2 [26]

5b 28Ni K–1 7.478 24.0 [26]

6a 29Cu K–2 8.028 13.3 [26]

6b 29Cu K–1 8.048 26.0 [26]

7a 28Ni K—1,3 8.265 4.36 [26]

7b 78Pt Ll 8.266 0.58 [26]

8a 30Zn K–2 8.616 14.3 [26]

8b 30Zn K–1 8.639 28.0 [26]

9 29Cu K—1,3 8.905 4.69 [26]

10a 78Pt L–2 9.362 1.26 [26]

10b 78Pt L–1 9.443 11.2 [26]

11 78Pt L÷ 9.975 0.163 [26]

12a 78Pt L—6 10.840 0.160 [26]

12b 78Pt L—4 10.854 0.083 [26]

12c 78Pt L—1 11.071 7.5 [26]

12d 78Pt L—3 11.235 0.109 [26]

12e 78Pt L—2,15 11.242 2.69 [26]

12f/13a 78Pt L—5 11.562 0.222 [26]

13b
237
93Np Ll 11.871 0.00864 [33] [34]

14 78Pt L“1 12.942 1.47 [26]

15a 78Pt L“2 13.273 0.027 [26]

15b 78Pt L“3 13.361 0.037 [26]

16a
237
93Np L–2 13.761 0.0115 [33] [34]

16b
237
93Np L–1 13.946 0.1188 [33] [34]

17 Unknown (1)

18
237
93Np L÷ 15.861 0.00369 [33] [34]

19
237
93Np L—6 16.109 0.00246 [33] [34]

20a
237
93Np L—15 16.79 0.0012 [34]
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C Americium Lines[2]

20b
237
93Np L—2 16.816 0.0259 [33] [34]

20c
237
93Np L—4 17.061 0.0176 [33] [34]

20d
237
93Np L—7 17.27 0.0020 [34]

21a
237
93Np L—5 17.505 0.00465 [33] [34]

21b
237
93Np L—1 17.751 0.1160 [33] [34]

21c
237
93Np L—3 17.992 0.01222 [33] [34]

22a
237
93Np L—10 18.58 0.00075 [34]

22b
237
93Np L—9 18.76 0.00108 [34]

23
237
93Np L“5 20.10 0.00121 [33] [34]

24a
237
93Np L“1 20.784 1.39 [33]

24b
237
93Np L“2 21.099 0.65 [33]

25a
237
93Np L“8 21.26 0.00452 [34]

25b
237
93Np L“3 21.342 0.0047 [33] [34]

25c
237
93Np L“6 21.491 0.0060 [33] [34]

26a
237
93Np L“4 22.22 0.00197 [34]

26b
237
93Np L“13 22.38 0.00058 [34]

27a 50Sn K–2 25.044 24.7 [26]

27b 50Sn K–1 25.271 45.7 [26]

28
237
93Np Gamma (1) 26.345 2.40 [33]

29a 50Sn K—3 28.444 4.15 [26]

29b 50Sn K—1 28.486 7.99 [26]

30 56Ba K–2 31.817 25.6 [26]

31a
237
93Np Gamma (2) 32.183 0.0174 [33]

31b 56Ba K–1 32.194 46.7 [26]

32
237
93Np Gamma (3) 33.196 0.126 [33]

33 Unknown (2)

34a 56Ba K—3 36.304 4.47 [26]

34b 56Ba K—1 36.378 8.63 [26]

35 56Ba K—2 37.255 2.73 [26]

36
237
93Np Gamma (4) 43.423 0.073 [33]

33 Unknown (3)

37b
237
93Np Gamma (5) 59.541 35.9 [33]

Table C.1: Nomenclature of all relevant photons with their energies and relative
intensities - taken from [2].
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C Americium Lines[2]

Spectral peak B and spectral peak N were not included in the fit points. Spectral
peak B could have been included, however, it was excluded due to faulty reasoning,
which argued that spectral peaks below 10 keV were displayed distorted. This is not
the case for photons, but true for electrons of energies below 10 keV. They experience
a significant energy loss in the dead layer, which is a layer in the SDD where energy
readout is only partially possible. Energy deposited there is therefore only partially
recorded. These electron peaks are assigned a reduced energy value, which shows
itself in a leftshift of the peak towards lower energies [20]. In [20] the impact of the
dead layer can be seen for electrons.
Spectral peak N was absorbed by the more intense pulser peak in some channels.
As the linear fit curves were supposed to be comparable, this overlap disqualified
spectral peak N.
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D Calibration data
channel slope in (keV/ADC) o�set in (keV) slope error o�set error

00 0.009384 -0.155674 0.000015 -0.043734
01 0.009197 -0.197391 0.000015 -0.045651
02 0.009510 -0.161182 0.000015 -0.044241
03 0.009549 -0.141688 0.000015 -0.043607
04 0.009628 -0.166965 0.000015 -0.043624
05 0.009546 -0.147185 0.000016 -0.045251
06 0.009571 -0.160796 0.000015 -0.042416

Table D.1: Linear fit parameters for the calibration function with errors. The
arbitrary ADC value is multiplied with the slope value and the o�set is added. The
result is the energy in (keV).

D.1 Linear calibration fits for the other channels

Linear calibration curves with more details using the measured 241Am spectrum are
given in figs. D.1 to D.7. Figure D.3 displays the fit of a linear function in detail
for channel 02. The first subplot shows the calibration function in green, where
fitpoints are displayed as a red x and other peaks not included in the fit as blue
x. The orange error bars are enlarged. The goodness of the linear fit can be seen
in the three following subplots. The second subplot shows the deviation from the
linear fit function as a value of sigma, while the third subplot shows the sigma in eV.
The bottommost subplot has the deviation from the fit in percent. As all fitpoints
have a deviation of less than one percent from the linear fit function, the fit function
qualifies as a good one. The set of fitpoints is the same for all channels. These linear
fits all contain the error with not including feature B, and assigning an incorrect
energy of 11.400 keV instead of 11.242 keV to feature C.
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D Calibration data

Figure D.1: Linear calibration function for channel 00. a = 106.6; b = 16.6
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D.1 Linear calibration fits for the other channels

Figure D.2: Linear calibration function for channel 01. a = 108.7; b = 21.5
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D Calibration data

Figure D.3: Linear calibration function for channel 02. a = 105.1; b = 16.9
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D.1 Linear calibration fits for the other channels

Figure D.4: Linear calibration function for channel 03. a = 104.7; b = 14.8
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D Calibration data

Figure D.5: Linear calibration function for channel 04. a = 103.9; b = 17.3
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D.1 Linear calibration fits for the other channels

Figure D.6: Linear calibration function for channel 05. a = 104.8; b = 15.4
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D Calibration data

Figure D.7: Linear calibration function for channel 06. a = 104.5; b = 16.8
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D.2 Corrected linear calibration fit

D.2 Corrected linear calibration fit

Figure D.8 contains the linear fit including feature B and with correct energy values
for feature C. The new energy is given in table D.2. The di�erence is highlighted in
green.

feature name peak number energy in (keV) category usable
B 10b 9.443 4 yes
C 12c 11.242 6 yes
D 16b 13.964 6 yes
F 20b 16.816 6 yes
G 21b 17.751 6 yes
J 24a 20.784 6 yes
L 26a 22.220 7 yes
M - - - no, pulser peak
N 27b 25.271 7 yes
O 28 26.345 1 yes
P 32 33.196 1 no, too few counts
Q 37b 59.541 1 yes

Table D.2: Corrected overview of the selected features of the measured 241Am
spectrum with energy, peak number (see number in table C.1) and category number
(adapted from [2]). A good candidate for calibration has a low category number.
With increasing category value the mean of the Gaussian fit will describe less
precisely the actual position of the peak. All but two features can be used in this
energy calibration. A more detailed description of the features is given in table C.2.
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D Calibration data

Figure D.8: Corrected linear calibration function, including feature B and the
correct energy for feature C, for channel 02 with the 241Am calibration data (top
figure). The datapoints fit well to the assumed linear relation. The deviation of the
fitpoints is randomly distributed and below 150 eV (bottom figure). The rejected
feature N is displayed as well.
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E Energy resolution
channel 0.0 keV 6.0 keV 10.0 keV 59.5 keV

00 228.49 256.87 274.16 434.51
01 365.42 383.80 395.58 519.73
02 223.87 252.77 270.32 432.10
03 256.79 282.34 298.16 450.04
04 251.73 277.74 293.81 447.17
05 242.24 269.17 285.72 441.90
06 208.83 239.55 258.01 424.51

Fano limit 0.0 117.36 151.52 369.59
Table E.1: Energy resolution in eV for selected energies for each channel determined
from the energy resolution curves in fig. 4.6. Except for values for 59.5 keV, which
were calculated by fitting a gaussian to spectral peak Q.

Figure E.1: Energy resolution for 10.0 keV in eV extrapolated from the Fano-curve
based on the energy resolution of 59.5 keV. Pixel 1 shows a worse resolution than the
other pixels.

xliii



E Energy resolution

Figure E.2: Energy resolution for the 59.5 keV photon peak (Q peak) in eV, where
pixel 1 shows a worse resolution than the other pixels.
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F Data cleaning
channel drift in keV drift in %

00 -0.4147 1.494
01 -0.1202 0.486
02 -0.1432 0.601
03 -0.3116 1.310
04 -0.0466 0.188
05 -0.2399 1.018
06 -0.0879 0.360

Pulser - 0.012
Table F.1: Drift values of the pulser for all channels including the pulser channel.

run compl / total
3 1.000
4 0.927
5 0.999
6 1.000
7 1.000
8 1.000
9 1.000
10 1.000
11 0.998
12 0.929
13 0.901
14 0.905
15 0.908
16 0.952
17 0.904
18 0.984
19 0.554
20 0.980
21 0.958
22 0.999

Table F.2: Fraction of usable timestamps over the total number of recorded
timestamps for each run.
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F Data cleaning

Figure F.1: Fraction of usable data due to time mismatch. compl - number of
complete events in a run; chxx - number of recorded timestamps in channel xx; total

- total number of timestamps for all channels of one run.
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