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1 Introduction

Since the dawn of civilization, humanity has been refining its understanding of the fundamental
principles of reality. Hundreds of years of research have culminated in the Standard Model of Par-
ticle Physics, humanity’s most successful theory for describing the building blocks of our Universe.
It depicts the Universe as a collection of twelve different matter particles interacting with three
different forces. However, the Standard Model is not a complete as it cannot explain the origin
of Dark Matter and Dark Energy, nor does it incorporate gravity. In fact, Dark Matter and Dark
Energy are thought to constitute 95% of our Universe. This means that only 5% of our Universe
is conventional matter [1].

Another shortcoming of the Standard Model is the strong CP problem. In contradiction to the
predictions of the Standard Model, experiments have never observed a violation of the Charge-
Parity-symmetry by the strong interaction. Roberto Peccei and Helen Quinn proposed a solution
in 1977. It constitutes a extension to the Standard Model that leads to the generation of a particle
called the axion. Since then, various modifications to the original Peccei and Quinn solution have
resulted in a vast range of axion-like particles of varying masses and properties. In general, axions
are low-mass and very weakly interacting particles that could convert into photons in the presence
of strong magnetic fields. Their existence would not only solve the strong CP-problem, but would
also provide a candidate for cold dark matter.
Based on its properties, the axion would be produced in large quantities in the hot dense core of
stars. This makes our sun the biggest source of axions from our perspective. Experiments such as
the proposed International Axion Observatory (IAXO) attempt to detect solar axions by directing
a powerful magnet towards the sun. Inside the magnetic field, axions convert into X-ray photons.
The photons are then focused onto a low-background detector by an X-ray telescope. The detec-
tor system is required to have excellent energy resolution in the keV range, high X-ray detection
efficiency and most important, an ultra-low background. The Silicon Drift Detectors (SDDs) from
the TRISTAN project are detectors that have the potential to meet all of these requirements [2].

In the scope of this thesis, a background demonstrator for the TRISTAN SDD was developed with
the goal of approaching the background requirements of IAXO. Initially, two detector boards were
designed and subsequently tested extensively. Particular consideration was given to how a longer
distance between the SDD and the readout electronics affects its performance. The insights gained
from this analysis were then used to design a final detector board with dedicated shielding, which
will be used in an upcoming background measurement. The detector boards were analyzed using
photons from a 55Fe calibration source to characterize the SDD. The data was analyzed using a
classical pulse shape analysis approach that involves the processing of the individual signal events.
The noise characteristics of each board were analyzed using the baseline root mean square as well
as the resolution for various shaping parameters. For the final design, a resolution of 269 ± 9 eV
was achieved, which is sufficient for the background demonstration. A strong correlation between
the signal rise time of a detector board and its distance between SDD and the readout electronics
is found, which is not critical for the intended low-rate application.
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2 Axion theory

Axion-like particles are a broad class of hypothetical generic pseudo scalar particles that satisfy
the definition of weakly interacting slim particles (WISPs), they rarely interact with conventional
particles and thus compete as candidates for cold dark matter [3].

2.1 Peccei-Quinn-Weinberg-Wilczek axion

One well motivated example is the PQWW (Peccei-Quinn-Weinberg-Wilczek) axion. It is a conse-
quence of the PQ-Mechanism introduced by Roberto Peccei and Helen Quinn in 1977 in order to
solve the strong CP-Problem.

2.1.1 Strong CP-Problem

The CPT theorem states that all physical phenomena must conserve the combined CPT symme-
try [4]. Charge conjugation C, parity transformation P and time reversal T are discrete symmetry
operations that change the initial state of a system, depending on its invariance properties. The
effect of C is to replace a particle with its antiparticle C : q −→ q̄, P represents a spatial inversion
through the origin P : x⃗ −→ −x⃗ and T is a reversal of the time coordinate T : t −→ −t.

In theoretical physics, quantum chromodynamics (QCD) is the theory of the strong interaction
between quarks and gluons that make up hadrons such as the neutron or proton. According to
the mathematical formulation of QCD, its vacuum structure generates a CP violating term in the
QCD lagrangian. More specifically, the QCD lagrangian has a term (Eq. 1), the Chern-Simons term,
which is controlled by a phase parameter θQCD which violates parity and time reversal invariance,
but conserves charge conjugation invariance, thus CP is violated.

LθQCD =
θQCD

32π2
Tr(GµνG̃µν) (1)

Here, G denotes the gluon field strength tensor and G̃µν = ϵαβµνGαβ its dual tensor with ϵijk

being the Levi-Civita symbol [5].

The parameter θQCD defines the choice of vacuum. One also can think of θQCD as an amount of CP
violation. Non-zero values for θQCD imply CP-violating observables, since in quantum field theory
(QFT) operators give rise to all terms with the same symmetry. One well examined observable is
the neutron’s electric dipole moment (EDM), dn, it is computed to be: dn ≈ 3.6·10−16θQCDe cm [6].

In our Universe the strong force seems to conserve CP symmetry, which in fact is exactly the
problem. As a reminder, the neutron should have a magnetic dipole moment, but to our sur-
prise the experimental evidence for such a dipole moment is missing, excluding its existence with
an experimental limit ten orders of magnitude below the expected value [7]. As a consequence:
θQCD ≤ 10−10. Beyond that, no experiment has ever observed CP violation in QCD [8]. To agree
with the measurements of the non-observed CP violation, we would need to set θQCD to zero in
Eq. 1.
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Figure 1: The electric dipole moment of the neutron dn violates P and T invariance. Partiy trans-
formation flips the electric dipole d. Time reversal flips the the magnetic moment µ. Consequently,
a combined PT transformation does not restore the initial sate, resulting in a PT symmetry vio-
lation. Since the CPT theorem states the conservation of CPT, CP must be violated.

If we consider that θQCD consists of two separate parts of the Standard Model:

θQCD = θ̃QCD + arg(MuMd), (2)

then the smallness of θQCD seems puzzling and results unnatural. θ̃QCD is a "bare" QCD contribu-
tion, while MuMd, the quark mass matrices, originate from the electroweak sector [5] and account
for the quark mass spectra, flavor mixing angles and are known to violate CP [9].

For θQCD to be zero, both dimensionless terms which emerge from different physics, have to cancel
out exactly. This seems highly improbable. We arrive at something that is known as a fine tuning
problem, in this case the strong CP- problem [10]. The smallness of CP-violation gives us a hint
for a dynamical mechanism that suppresses the effects of θQCD in the equation.

2.1.2 The Peccei Quinn Mechanism

The Peccei and Quinn mechanism is a proposed solution to the strong CP-problem [11]. Rather
than assuming θQCD to be constant at zero, it is explained via a dynamical CP-conserving field,
i.e. making θQCD a dynamical variable, which itself gives rise to the existence of the axion.
The theory introduces a complex scalar field φ and a global chiral anomalous U(1)PQ symmetry
which is broken at the energy scale fa by φ. With this approach the vacuum angle θQCD will depend
on the vacuum state and dynamically relax to the value that minimizes the vacuum, resulting in
θQCD = 0 [4].
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Figure 2: Schematic representation of the spontaneous symmetry breaking potential V (φ). The
axion (green dot) takes a random value between [−π, π) and remains massless, it becomes a Nambu-
Goldstone boson that oscillates inside the potentials brim. The U(1)PQ symmetry is depicted as
rotational symmetry in the complex plane. Adapted from [12].

The complex scalar field φ has the symmetry breaking potential:

V (φ) = λ

(
|φ|2 − f2a

2

)2

(3)

where fa, the axion decay constant, is set to the electroweak scale to guarantee a behavior com-
parable with the Higgs field. The electroweak scale νF depends on the vacuum expectation value of
the Higgs field which itself depends on the Fermi coupling constant GF , resulting in fa ≈ 246GeV.
Temperatures below this scale invoke a non-zero vacuum expectation value of ⟨φ⟩ = fa/

√
2, pro-

vided by the spontaneous symmetry breaking potential V (φ) [5]. Here, spontaneously broken means
that all states of the theory share the symmetry except for the ground state. This results in V (φ)

adopting the characteristic shape of "Mexican hat", visible in Fig. 2

The required spontaneous symmetry breaking of the U(1)PQ symmetry below the electroweak scale
is associated with the appearance of Nambu-Goldstone (NG) boson ϕ, the axion [10]. This was
postulated by Weinberg and Wilczek independently. It is an angular degree of freedom at the
bottom of the potential with a shift symmetry, which allows us to shift the axion field φ by an
arbitrary constant. Therefore, the value of θQCD can be absorbed by ϕ into a redefinition of the
axion field, effectively θQCD gets rotated away.

As soon as temperatures reach a critical point, Tc = 170 − 200MeV [13], QCD effects come into
play, giving the axion a mass [12]. The axion becomes a pseudo-Nambu-Goldstone boson. Con-
sequently, the potential is slightly tilted, causing θQCD to minimize along the preferred axis and
move to the fixed value of zero by symmetry, depicted in Fig. 3.
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Figure 3: For temperatures T ≪ Tc, QCD tilts the potential V (φ). In the tilted "Mexican hat"
potential, the axion field adapts a preferred CP conserving value (green dot). Angular oscillations
around θQCD = 0 represent a massive axion particle, whereas radial oscillations represent a very
heavy particle at the scale of fa. Adapted from [12].

In other words, θQCD must be minimized since any other value of θQCD would require energy.
The minimized θmin eliminates the neutron’s electric dipole moment and thus solves the strong
CP-problem.

2.2 Axions properties

As previously described, the axions originates from the PQ mechanism, which is a solution to the
strong CP problem. Furthermore, the PQ mechanism establishes some of the axion’s properties,
which are therefore independent of the particular axion model [12]. This includes the axion mass
ma and its coupling constant to other particles, gai [8]:

ma ∝ 1

fa
, gai ∝

1

fa
. (4)

The axion mass ma and coupling constant gai depend on the U(1)PQ symmetry breaking scale fa,
hence different values produce axions with distinct mass and coupling strength. Small values of fa
produce axions with observable mass, which are referred to as visible axions. Axions with large fa
values are almost non-observable, so they are referred to as invisible Axions [8]. Axion couplings
to gluons and photons occur in all theoretical models, unlike couplings to fermions and quarks,
which vary depending on the model.
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2.2.1 Axions models

Visible axions

For the original PQWW axion the symmetry breaking was set to the electroweak scale, as a matter
of fact, it is not necessary since fa can have an arbitrary value [10]. Therefore, fa = νF ≈ 246GeV,
corresponding to a visible axion a with a mass of ma ≈ 100 keV [8]. The mass is generated auto-
matically by QCD and thus only depends on fa [12].

However, the idea of such an axion has been rejected as there has been no experimental sup-
port of such a mass. Furthermore, as a result of the following flavor violating rare decay mode of
stopped kaons, this should have resulted in a detection at accelerators:

K+ −→ π+a. (5)

In spite of that, such a decay has never been observed [14].

Invisible axions

In agreement with current experimental constraints, it is necessary to build models, in which
fa ≫ νF . This would yield very light, almost non-interacting, and very long-lived axions. There-
fore, this group is named invisible axions [10].

The family of invisible axions can be divided into two models: the Kim-Shifman-Vainshtein-
Zakharov (KSVZ) Model and the Dine-Fischler-Srednicki-Zhitnisky (DFSZ) Model. The axion
resulting from the KSVZ model is hardronic, whereas the DFSZ models is non-hadronic.

The KSVZ Model suggests a different realization than the PQ-mechanism, the biggest difference
being the introduction of a U(1)A symmetry, additional scalars and a very massive quark ψ with
mψ ∼ fa [15], all of which are neutral with respect to electroweak interactions. The resulting KSVZ
axion is nearly sterile, meaning that it does not couple to ordinary quarks and fermions at the tree
level, only to photons. Couplings to ordinary quarks are only possible through the introduced heavy
quark ψ when the U(1)A symmetry is broken [16], therefore allowing the coupling to hadrons. Kim
estimated the axions mass to be 2.7 eV [16].

On the other hand, the DFSZ model is almost identical to that of Peccei and Quinn, the only
modification being the addition of a complex scalar field ϕ, accompanied by two scalar doublets
ϕu and ϕd. The former is required to only couple to u-type quarks, while the latter only couples
to d-type quarks and leptons [17]. Effectively, the Higgs field gets substituted by two new ones [8],
giving mass to the W and Z bosons, quarks and leptons. Furthermore, SM fermions will carry PQ
charges, which induces axion-electron coupling at the three level, i.e gae ̸= 0. The mass of such an
axion is computed to be ma ≃ 74 keV(250GeV/fa) [17].
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2.2.2 Axion couplings

As previously stated in Eq. 4, all axion couplings are inversely proportional to the symmetry
breaking scale fa. This relation originates from the axion Lagrangian:

La = ξ
g2

32π2
GaµνG̃

µν
a

a

fa
− 1

2
∂µa ∂

µa+ L(∂µa, ψ). (6)

The first term describes the axion potential energy where ξ denotes a model-specific constant and
a the axion field. The second term defines the kinetic energy of the axion field, while the third
term describes the interactions between the axion field and fermions [8]. As can be seen from
Eq. 6, axions can couple to the gluon field independent of the model and mix with neutral mesons.
Furthermore, the coupling to photons is possible through the mixing process itself [12].

Axion-gluon coupling

The most generic property of the axion is the axion-gluon coupling. It is implied by the axion
Lagrangian, see Eq. 6, in which the axion field couples to the gluon field. The coupling strength is
inversely proportional to the symmetry breaking scale fa. Due to the axion-gluon interaction, the
mixing with pions which have the same quantum numbers as axions, is enabled [8], as in Eq. 5.

Axion-photons coupling

Of particular interest from the experimental point of view is the coupling of axions to photons. It
is an essential consequence of the PQ mechanism and thus model-independent.
The effective axion-photon Lagrangian is given by

Laγγ =
1

4
gaγγaFµν F̃

µν , (7)

where gaγγ denotes the coupling constant, Fµν the electromagnetic field tensor and F̃µν its dual.
The coupling constant gaγγ is strongly influenced by the axion model, specifically the assignment
of PQ charge. It is possible to build models that result in both suppressed and enhanced photon-
axion couplings [18].

For a real photon and a static magnetic field, one finds

Laγγ = gaγγa E⃗ · B⃗ext (8)

where E⃗ and B⃗ext are the electric and magnetic field, respectively. As indicated by Eq. 8, the axion
exclusively interacts with the photon wave component parallel to the external magnetic field [18].
Photons will be able to oscillate in strong electric or magnetic fields into axions or vice versa, this
process is known as Primakoff effect, shown in the Feynman diagram in Fig. 4.
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Figure 4: The coupling of axions to a virtual and a real photon is known as the Primakoff effect. It
occurs when an axion is in the presence of an strong electric or magnetic field, which can be seen
as the virtual photon. Adapted from [19]

This process proves to be extremely useful for experimental approaches, allowing to convert axions
into detectable photons. The coupling results as [20]:

gaγγ ∼ 10−3GeV2

fa
. (9)

Axion-nucleon coupling

The mixing of the axion with mesons yields a model-independent coupling to nucleons. On the
other hand, depending on the model, axions can feature an axion-quark coupling. For the KSVZ
model this is possible. The general coupling can be expressed as:

gaf = Caf
mf

fa
, (10)

where Caf corresponds to the dimensionless axion-fermion coupling. It depends on the particular
fermion and has both model dependent and independent contributions. As will be discussed below,
nucleon couplings play an important role in some astrophysical scenarios and are thus relevant
when constraining axion models [12].

Axion-electron coupling

The axion-electron coupling is only important for the DFSZ model since there fermions carry PQ
charge, allowing for tree-level couplings, described by:

gtree
ae = Ce

me

fa
, (11)

where Ce stands for the electron’s effective PQ charge and is therefore a model-dependent coeffi-
cient. Relevant processes include [19]:

• Electron-ion bremsstrahlung (ff)
e+ I −→ e+ I + a

• Electron-electron bremsstrahlung (ee)

e+ e −→ e+ e+ a
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• Compton scattering (photo-production) (C)

e+ γ −→ e+ a

• atomic axio-recombination (bf)
e+ I −→ I− + a

These processes are severely restricted by astrophysics, as will be discussed in the next section.

2.2.3 Axions constraints and parameter space

The axion search is discussed in a two-dimensional parameter space, with the axion mass ma and
the coupling to the photon gaγγ as axes. Both gaγγ and ma are related by fa, see Eq. 4, therefore
constraints on either affect both. Figure 5 depicts a representation of this parameter space with
all relevant constraints.

Figure 5: Parameter space for axion-like particles ALPs: coupling to photons vs their mass. The
QCD-motivated axion models lie within the yellow band and the KSVZ line respectively. (black):
experimentally excluded regions, (gray): constraints from astronomical observations, (blue): con-
straints from astrophysical or cosmological arguments, (red): hints for axions and ALPs from
astrophysics, (light green): sensitivity of planned experiments. Adapted from [21].
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In theoretical models, the value for the symmetry breaking scale fa, and thus for ma and gai, is
rather arbitrary. The couplings mentioned above would result in the production of axions, pri-
marily via the Primakoff effect, in hot and dense environments, such as stars, globular clusters
and white dwarfs [8]. Astronomical observations of the standard stellar-cooling mechanism impose
strict limits on axion couplings to photons, electrons, and nucleons. In particular, stars would lose
energy due to axion emission, resulting in a vast increase in the stellar cooling speed [19] and
observable modifications in the properties of individual stars or entire stellar populations [22].

Furthermore, the Sun would become a powerful axion source which helioscopes, such as the CAST
experiment, can take advantage of. Most values of fa ≲ 109 GeV are ruled out by a direct search
for such particles or calculations of their effect on star cooling [20].

Beyond that, the introduction of non-hadronic axions that couple to electrons could explain the
delayed helium ignition of red giants of the globular cluster Messier 5, since the emission of low-
mass particles would provide additional cooling of the helium core and thus increase the necessary
core mass before the helium ignites. Observations of Messier 5 set an upper limit for the electron
coupling of gae < 4.3 · 10−13 [22].

Other astrophysical puzzles, such as the non-standard cooling rate of white dwarf stars such as the
ZZ Ceti star G117-B15A and the anomalous transparency of the universe for TeV gamma rays, may
be solved by the existence of axions [20], constraining the axion’s parameter space further. The
latter could be explained by photon-axion oscillation, in which gamma photons convert into axions
and travel unimpeded for large cosmological distances before reappearing near us via re-conversion
in large-scale astrophysical magnetic fields.

Finally, cosmology establishes a lower bound on axion mass and an upper bound on fa. This
results for the WMAP data [23] in: fa < 3 · 1011 GeV and ma > 2.1 · 10−5 eV [10]. Taking all
relevant constraints into account, the parameter space shown in Fig. 5 is obtained.

2.3 Axion-like particles

A whole class of particles known as Axion-Like Particles (ALPs) is motivated by various extensions
of the SM, they satisfy the criterion of Weakly Interacting Slim Particles (WISPs). As pseudo
Nambu-Goldstone bosons of a broken symmetry at high energy scales, ALPs and axions result as
light pseudo-scalar particles that couple to two photons. Certain string theory-based extensions of
the SM predict a wide range of ALPs [24]. Since ALPs are not motivated by QCD, they will not
necessarily couple to gluons. In addition, their mass and coupling constant will be independent
parameters, giving them access to the whole parameter space [8] illustrated in Fig. 5.
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2.4 Dark Matter

Cosmological observations revealed that the Universe is dominated by "dark" components, the
presence of which can only be witnessed through their gravitational effect. In particular, cosmolog-
ical models demand the addition of two new substances, Dark Energy and Dark Matter (DM). The
Standard Model does not account for either. DM is thought to account for 27% of the known uni-
verse, while conventional matter accounts for only 5% [1]. The first experimental evidence for dark
matter was discovered as early as 1933 by F. Zwicky [25]. This investigation indicated discrepancies
between expected and observed orbital velocities of galaxies near the edges of galaxy clusters. In
essence, the gravitational effects of the visible galaxies were too small to account for the fast orbits
of the galaxies near the edge. DM could represent the mass associated with the gravitational at-
traction required to hold the cluster together. Further evidence comes from the cosmic microwave
background radiation temperature anisotropies [26] and observations of the gravitational lensing
around galaxy cluster cores [27].

Popular particles that could constitute DM are "Weakly Interacting Slim Particles" (WISPs), of
which the axion and ALPs are well motivated [21]. To constitute cold DM, axions need to be
produced non-thermally in the early universe. This could have been realized through the vacuum-
realignment mechanism, which is closely connected to the PQ mechanism [12]. It is based on the
fact that the initial θQCD and θmin generally differ, resulting in a misalignment between the two.
As soon as the QCD effects engage, the axion falls to its minimized position, beginning a damp-
ened oscillation around it. The oscillations coincide with a coherent state of non-relativistic axions
that could constitute cold DM, filling the space with a cold axion population. The small mass of
the axion would result in a huge phase-space density, allowing the formation of a Bose-Einstein
condensate and, eventually, massive structures in the galactic halo [21].
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3 Experimental searches for axions and ALPs

The experimental search for axions or ALPs proves to be challenging due to the properties of
these particles. In particular, the feeble interaction with matter requires a different approach than
collider experiments. For the direct detection of axions, there are three main approaches: haloscopes
look for DM axions from the galactic halo; Light-Shining-Through-Wall (LSW) experiments look
for axions produced in the laboratory; and lastly, helioscopes look for solar axions. All of these
methods rely on the Primakoff effect to convert photons to axions in strong magnetic fields, which
is explained in Ch. 2.2.2.

3.1 Haloscope experiments

The haloscope method was first proposed in 1983 by P. Sikivie [28] and aims to detect cold DM ax-
ions potentially originating from the galactic halo. These axions are produced in the early Universe
by the vacuum realignment mechanism (Ch. 2.4) and are theorized to have masses of 10−200µeV.
A haloscope is a cryogenic cavity detector comprised of a tuneable resonant cavity that is immersed
in the strong magnetic field of a superconducting solenoid and a receiver with an ultra-low noise
pre-amplifier [29]. A representation of the ADMX haloscope is depicted in Fig. 6.

Figure 6: Conceptual design of the ADMX haloscope. A superconducting solenoid’s strong mag-
netic field surrounds the resonant cavity. The resonant frequency can be adjusted by the moving
the tuning rods inside the cavity. If the resonant frequency matches the mass of the axion, the
conversion rate of axions to photons is significantly enhanced, depositing excess energy. Adapted
from [8].

Unlike photons from solar axions, photons from DM axions can be considered monochromatic in
energy, since the energy of DM axions only corresponds to their mass. As a result, the conversion
into photons can be optimized by employing a resonator with a frequency peak that corresponds
to the energy of the produced photons which is equal to the mass of the incoming axion [21].
When a DM axion enters the static magnetic field, it couples to it and converts into a microwave
photon, depositing excess power [30]. This happens only if the resonant frequency is close to the
mass of the axion. The frequency can be adjusted by moving a pair of axial tuning rods from the
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center of the cavity to its wall [31]. By tuning for different resonant frequencies it is possible to
probe different axion masses. The state of the art haloscope is the Axion Dark Matter eXperiment
(ADMX). The collaboration used a 100 cm-long resonant frequency cavity with a diameter of 50 cm
immersed in a 7.9T field, to exclude KSVZ halo axion of mass 1.9−3.3µeV [31]. These limits were
supplemented by the incorporation of a Superconducting QUantum Interference Device (SQUID)
amplifier, excluding KSVZ DM axions with masses ranging from 3.3− 3.53µeV [32].

3.2 LSW experiments

Light-Shining-through-a-Wall (LSW) experiments rely on axions produced in the laboratory. The
basic components of such an experiment are a powerful laser in front of a light-blocking barrier
and a detector behind that barrier. The space between the laser and the barrier, as well as the
space between the barrier and the detector, is surrounded by a strong magnetic field. The laser
photons are converted inside the magnetic field via the Primakoff effect into axions and can thus
pass through the barrier unimpeded. The laser beam provides the real photon, while the magnetic
field provides the virtual photon. Behind the barrier, the axions get reconverted analogously into
photons, which can then be measured by the detector, effectively shinning light through a wall [33].
A representation of the ALPS-I LSW experiment is depicted in Fig. 7.

Figure 7: Conceptual design of ALPS-I at DESY. ALPS-I has a 10m long production cavity that
is surrounded by a HERA superconducting dipole magnet and has cavity mirrors on both sides
to effectively increase the production area. Inside the magnetic field, laser photons are converted
into axions which pass through the barrier. The axions are converted back into photons behind
the barrier, which can then be measured by the detector.

For the ALPS-I experiment it was possible to establish a limit for the photon coupling of gaγγ <
6.5 · 10−8 GeV−1 for axion masses ma < 1meV [34]. The proposed ALPS-II experiment aims to
exceed current helioscope limits by incorporating an optical resonator that amplifies the laser
light power by storing the injected laser light. Furthermore, by arranging multiple dipole magnets
together, the magnetic length will be increased [35]. Current LSW experiments are not as sensitive
as helio- or haloscopes, but the advantage is the complete control over WISP production which
eliminates the need for astrophysical or cosmological assumptions [21]. Furthermore, because the
Primakoff conversion must occur twice, their sensitivity is reduced [8].
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3.3 Helioscope experiments

As previously stated in Ch. 2.2.3, axions should be produced in large quantities in the interior of
our sun through the Primakoff conversion of blackbody plasma photons in the fluctuating Coulomb
fields of charged particles in the sun’s plasma. This makes our sun the brightest source of solar ax-
ions from our perspective. P. Sikivie was the first to propose the heliscope method [28]. It searches
for solar axions by directing a strong dipole magnet towards the sun, allowing the axions to be
reconverted into detectable photons. The magnet provides for the virtual photons necessary for
the Pimakoff effect. The converted photons have the same energy as the incoming axion. Because
of this, incoming solar axions which have energies of order one keV [28], result in photons in the
X-ray range. To reduce the signal-to-noise ratio, X-ray optics are used to focus the photons Onto
a small spot. A low-background X-ray detector is located at the optics’ focus point. As a result,
when the helioscope is aligned with the sun, an excess of X-rays over the radioactive background
measured at non-aligned periods is expected. In Fig. 8 the conceptual design of a helioscope is
shown.

Figure 8: Conceptual design of a helioscope. A movable platform directs the heliscope towards the
sun. Through the Primakoff effect, solar axions are converted into X-ray photons inside a strong
magnetic field. The resulting photon beam is focused by X-ray optics into a small spot in a low-
background detector. Adapted from [36].

In 1992, the concept of a helioscope was used for the first time by the Brookhaven National
Laboratory. A 1.8m long and 2.2T strong magnet was used to to conclude an upper limit on the
axion mass and photon coupling of ma < 0.03 eV and gaγγ < 3.6·10−9 GeV−1 [37]. Helioscopes have
matured to this day, allowing the CERN Axion Solar Telescope (CAST) to set new experimental
limits, entering the QCD axion model band Fig. 5 and excluding KSVZ axions of specific mass
values [36] for the first time. It uses a 9.3m long, 9T decommissioned LHC dipole magnet on a
tracking mount and ultra-low background x-ray detectors. The proposed IAXO experiment [38] is
the fourth generation of helioscope. By being 4–5 orders of magnitude more sensitive than CAST,
it aims to improve the signal-to-background ratio.
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Helioscopes have the advantage of being the most mature technology and covering axion masses in
a wide range of parameter space, since the signal is independent of the axion mass, thus covering
a broader class of models.

3.4 IAXO: International AXion Observatory

The International AXion Observatory, IAXO, is a proposed fourth-generation axion helioscope
that will search for axions or ALPs originating in the Sun via the Primakoff conversion of solar
plasma photons. As previously stated, the goal is to outperform CAST’s sensitivity by four to five
orders of magnitude. IAXO will be able to probe previously unexplored areas of the parameter
space, reaching axion-photon couplings of a few 10−12 GeV−1 for masses up to 0.25 eV. Further-
more, for the first time, it is possible to be sensitive to solar axions produced by the axion-electron
coupling gae for values previously not excluded by astrophysics [36]. IAXO is designed following
the conceptual layout of an enhanced axion helioscope. It features a large superconducting magnet,
X-ray optics and ultra-low background Micromegas X-ray detectors [8].

Furthermore, a prototype for IAXO is being developed, known as BabyIAXO. It is a scaled-down
version of IAXO, with two 10 m-long magnet coils and X-ray optics and detectors similar to
those expected in IAXO [39]. BabyIAXO is scheduled to begin operations in 2024. In the following
sections, the individual components of IAXO will be discussed in detail. A schematic view of IAXO
is depicted in Fig. 9.

Figure 9: Schematic view of IAXO. Shown is the cryostat that houses the superconducting magnet
and the eight X-ray optics with their corresponding low-background detectors. The telescope is
mounted on an inclination/rotating system that allows it to track the sun. Adapted from [36].
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3.4.1 Superconducting magnet

To achieve the stated experimental sensitivity, the IAXO experiment relies on the construction
of a large superconducting magnet optimized for axion research. The current design foresees a
250 t heavy, 25m long magnet with a diameter of 5.2m. The magnet is composed of eight 21m
long and one meter wide racetrack coils in a torodial arrangement. Niobium–titanium is used as
a superconducting material, allowing the magnet to reach a peak magnetic field of 5.4T [38]. The
magnetic field must be perpendicular to the longitudinal direction of incoming axions, since only
the perpendicular components of B will contribute to the conversion probability, as discussed in
Ch. 2.2.2. The decisive parameter that determines the performance of the magnet is the magnets
figure of merit (MFOM), given by

fM = L2B2A. (12)

Here L denotes the length of the magnet, B the effective magnetic field and A the aperture covered
by the X-ray optics. This value is optimized by positioning the X-ray optics as close to the toroid’s
inner radius as possible and aligning each optic between each pair of racetrack coils, known as
"area dominated" alignment, see Fig. 10.

Figure 10: Illustration of the "area dominated" alignment, which takes advantage of each optic’s
entire aperture and thus optimizes the magnets figure of merit (MFOM). The rectangles represent
the coils of the toroid, while the circles represent the telescope bores. Adapted from [36].

The cryogenic system that cools the magnet’s coils employs sub-cooled liquid helium at a temper-
ature of 4.5K. This allows the maximum temperature rise in the coils to be limited to 0.1K above
the coolant temperature.

3.4.2 X-ray optics

The X-ray optics are intended to focus the generated X-ray signal to as small an area as possible.
This reduces the detector’s required size while increasing the signal-to-noise ratio. Each magnets
features its own telescope. The X-rays produced by the Primakoff effect within the magnet are
parallel to incoming axions. As a result, the telescope’s field of view must be the size of the axions
production region. This area corresponds to the sun’s central core with 0.87mrad. The telescope
focuses the signal photons into a ∼ 0.2 cm2 spot. The optics have a focal length of 5m and are
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based on grazing-incidence reflective optics. X-ray mirrors functioning at grazing incidence can
focus X-rays over a wide energy range. Their reflectivity is limited by a critical angle beyond which
the reflectivity significantly decreases [40]. For IAXO, this graze angle ranges from 2.63mrad
to 15.0mrad. The telescope uses slumped glass as substrate that is coated with multiple layers
of wolfram and boron carbide, which serve as reflective coatings. Furthermore, the telescope is
segmented, meaning it consists of individual mirrors (2172 per telescope) [38]. A conceptual design
of the optics can be seen in Fig. 11.

Figure 11: An isomorphic side-view of one X-ray telescope. IAXO adopted segmented, slumped
glass optics, coated with reflective layers. Thousands of individual mirror segments can be seen.
The hexagonal structure is responsible for mounting the optics to the magnet bores. Adapted
from [36].

3.4.3 Micromegas X-ray detector

For IAXO the signal-to-background ratio in region of interest (< 10 keV) is critical to success.
Micromegas detectors serve as the baseline for IAXO’s low-background X-ray detectors. The Mi-
cromegas TPCs have reached a background level of ∼ 10−6 counts keV−1 cm−2 s−1 in CAST and
have the intent to reduce it to ∼ 10−7 counts keV−1 cm−2 s−1 in IAXO [36]. They are Time Pro-
jection Chambers (TPCs), which are gaseous detectors filled with an Ar/isobutane mixture. The
X-ray photons focused by the optics enter the detector through a thin window that further serves
as cathode. Interactions in the gas produce primary electrons that drift towards the anode of the
TPC , which acts as readout. To attain a detectable signal, the primary electrons get amplified
by a Micromegas structure. This structure consists of a woven wire mesh (∼ 30µm thick) and an
anode plane, which are separated by a small gap [8]. When the primary electrons pass through
the micromesh holes, they trigger an avalanche inside the gap. This generates detectable signals in
both the anode pixels and the mesh [41]. A conceptual design of the detector is shown in Fig. 12.
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Figure 12: Conceptual design of a Micromegas X-ray detector. The X-ray photons originating from
the magnet produce primary electrons inside the gas. These electrons drift towards the Micromegas
structure, where they get amplified into a detectable signal. Adapted from [36].

3.4.4 Silicon Drift Detectors

Besides the Micromegas TPCs, various other detector systems have been proposed for the IAXO
experiment. One of these detection systems are Silicon Drift Detectors (SDDs) [42], which are
also used in the scope of the TRISTAN project and in this thesis [43]. The TRISTAN project
seeks to investigate keV-sterile neutrinos by measuring the entire β tritium spectrum using the
KATRIN experiment. To resolve the expected kink-like spectral distortion, an energy resolution
better than 300 ev at 10 keV for electrons is required [2]. This exceeds the majority of IAXO’s re-
quirements. The good energy resolution is mainly driven by combining a large sensitive area with a
small readout anode that results in a small detector capacitance, hence a good resolution. Another
advantage is their low leakage current, which allows them to be operated at room temperature [44].

SDDs are made of silicon that has a pair creation energy of Epair = 3.65 eV at room temper-
ature [45]. Due to this low pair creation energy, a large number of charge carriers are created,
resulting in a high energy resolution [46]. The detector comprises two different implementations of
doped silicon. Silicon doped with electron donating atoms is referred to as n-type, while doping
with electron acceptors is known as p-type. When the free charged carriers of both materials come
into contact, they recombine in a process known as depletion. The detector consists of a large
volume of high-resistivity n− silicon that is surrounded between two layers of p+ material. The p+

layer at the entrance window of the detector forms the back contact electrode. The opposite side
is segmented into concentric drift rings with a small-sized n+ anode at the center. A voltage is
applied between the concentric drift rings, creating an electric field inside the n− silicon leading
to the anode [47]. Furthermore, a voltage Ubias is applied between the back contact electrode and
the anode. As a result, a zone within the n− silicon without free charges is formed, referred as the
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depletion zone. Furthermore, a voltage is applied between the concentric drift rings, creating an
electric field inside the n− silicon leading to the anode [47].
When an ionizing particle with an energy greater than Epair enters the depletion zone, electrons
from the valence band are excited and move into the conduction band. This leaves holes that act as
free positive charges behind. The electrons follow the potential of the electric field and drift towards
the anode, while the holes are removed by the p+ electrodes [44]. The amount of measured charge
at the anode is proportional to the energy of the ionizing particle. The detector anode features an
integrated Junction gate Field-Effect Transistor (JFET) that serves as a first amplification stage
of the signal. This reduces signal loss, allowing for comparably long connections between the SDD
and readout ASIC of several centimeters. A conceptual design of a SDD is illustrated in Fig. 13.
The primary advantages of SDD over baseline TPCs are their high energy resolution in the region
of interest (0 − 10 keV) and lack of an entrance window. A small 50 nm deadlayer also lowers the
threshold for low-energy X-rays to < 0.5 keV and results in a high X-ray detection efficiency of
> 95% in the region of interest [48].

Figure 13: Conceptual design of a silicon drift detector. A bias voltage between the p+ doped back
contact and the n+ doped anode (green) depletes the n− silicon bulk. If an X-ray interacts inside
this bulk, electron hole pairs are created. The electrons get guided by an electric field created by
the p+ doped drift rings to the anode. The integrated JFET is visible in the center of the SDD.
Adapted from [44].
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4 Experimental setup and procedure

The main objective objective of this work is to develop a first prototype detector board, which
is essentially a printed circuit board (PCB) housing a TRISTAN SDD, alongside an Application-
Specific Integrated Circuit (ASIC), in this case, ETTORE. The investigation was conducted in
three stages:

1. Short PCB: The first stage was the proof of concept of house internal PCB production. In
particular, it was verified whether the PCB design is functional and if the entire signal chain,
including detector and readout electronics, works.

2. Long PCB: The second stage involved the testing of a PCB with the same design as the
short PCB, with the only difference being a greater distance between SDD and readout
ASIC. This distance was increased from 15mm to 75mm for this design. It was determined
whether the long traces between the SDD and the readout ASIC are acceptable in terms of
energy resolution since an increase of electronic noise is expected.

3. GIRAXO PCB: The last stage involved the test of a prototype PCB for a planned background
demonstrator at the CanFranc underground low background laboratory. This PCB will be
referred to as GIRAXO. The PCB designed and manufactured by the Milan-based company
XGLab serves as the baseline for all comparisons.

The respective detector board is connected via flat ribbon cables to the detector bias system, whose
outputs are connected via coaxial cables to a Data AcQuisition (DAQ) system CAEN DT5725.
At the end of the signal line, a PC records the measured data. An overview of this signal chain is
illustrated in Fig. 14. The following sections will describe each component in detail.

Figure 14: Overview of the read-out chain and experimental setup. The SDD is connected to an
ETTORE readout ASIC. The ETTORE pre-amplifies the signal of the SDD. Both are mounted on
a detector board, which is housed in a light-tight copper box. A connection to the bias system is
established via flat ribbon cables, supplying the detector and ASIC with power through an external
power supply. Additionally, the signal is buffered and amplified further before being routed to the
CAEN DAQ, which digitizes the analog signal and prepares it for processing by a PC.
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4.1 Detector boards

The detector boards developed in the scope of this thesis were all designed in KiCad, an Open
Source Electronics Design Automation Suite (EDA) and strongly adhered to the design of the
XGL-JFET-7CH-CARRIER board, which further serves as a baseline. The goal was develop a
PCB design suitable for a background measurement at the CanFranc underground low background
laboratory, where the signal-to-background ratio is critical to success. The idea was to increase the
distance between the SDD and all of the readout electronics to reduce radioactive background close
to the detector. During the course of this investigation, three different designs were created: Short,
Long, and GIRAXO, all of which are four layer PCB designs made of FR-4 with an ENIG-RoHS
surface finish. Design decisions concerning the GIRAXO PCB will be discussed in CH. 6.1. As
illustrated in Fig. 15, the PCB consists of four copper layers.

Figure 15: Layout of the PCB (cross section): the board consist of four copper layers and is made
from FR-4 Standard Tg 130-140. The outer copper layers have a thickness of 35µm, while the
inner two are 17.5µm thick. A ground plane is used to reduce parasitic coupling between signal
lines belonging to different pixels. The total thickness of phase 1 PCBs is 1.6mm and 0.8mm for
phase 2 PCBs.

All of the electronic components (ETTORE ASIC, capacitors, resistors), as well as the SDD are
mounted on the copper top layer. The capacitors and resistors are Surface Mount Device (SMD)
components that were soldered onto the PCB with the help of a reflow oven. A list of the compo-
nents can be found in the appendix A.

The SDD used within the scope of this thesis were designed and manufactured by the Max Planck
Society’s Halbleiterlabor (HLL). They are 7-pixel SDDs with a pixel-diameter of 3mm. The work-
ing principle of SDDs is discussed in Ch. 3.4.4. The drift rings of the detector are hexagonal in
shape, allowing them to fill the entire detector area with almost gaps. Each pixel has its own inte-
grated Junction gate Field-Effect Transistor (JFET) that is connected to its respective anode and
serves as a first amplification stage of the signal. This reduces signal loss, allowing for comparably
long connections between the SDD and readout ASIC of several centimeters. Figure 16 shows a
photograph of a 7-pixel SDD and its connections to the PCB.
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Figure 16: Photograph and pinout of the TRISTAN 3mm 7-pixel SDD with integrated JFET. In
yellow, the nomenclature of the pixels is given. The bonding between SDD and PCB is marked
in red. This includes signal (SO1-SO7) lines and feedback lines (FB1-FB7) for each pixel and the
power lines for every drift ring (R1, RX, IGR, RD, DR).

The SDD is glued non-conductively onto a 10mm× 10mm large cut-out. An electrical connection
to the PCB is established via 25µm thin bond wires. Figure 17 shows this process. Each bonding
pad on the PCB has a parallel equivalent on the detector and is 100µm×500µm in size. To ensure
appropriate electrical connections, the bonding pads must be four times wider than the diameter
of the bonding wire.

Figure 17: The bonding from SDD to PCB was performed by Danilo Mießner from HLL. A con-
nection between the detector and the board was established by ultrasonically welding a 25µm thin
gold-aluminum wire to the corresponding pads.
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Figure 18: Top view of the Short, Long and GIRAXO PCBs. The SSD is indicated by the red box,
the ETTORE ASIC by the magenta box. The distance between SDD and ASIC varies between the
three PCBs and amounts to 15mm for Short, 75mm for Long, and 100mm for GIRAXO PCB.
The PCB is connected to the bias system via three connectors J1, J2 and J3 (yellow boxes).

All traces on the PCB leading away from the detector are 100µm wide and are located on copper
top, see Fig. 15. This excludes traces for Back Contact (BC) and Back Frame (BF), which are
250µm wide and located on copper bottom. The reason for this is that the contacts for BC and
BF are located on the side of the entrance window of the SDD. As a result, they bond to the detector
on the other side. The BC voltage is responsible for providing the detector with Ubias = −90V,
necessary for the depletion of the detector. The BF voltage with Ubias = −100V prevents electrons
near the detector’s edge from leaving the sensitive area [47]. Both these traces, as well as the
traces for supplying the voltages for the drift rings (R1, RX), are connected to the bias system via
a connector denoted as J2, see Fig. 18. The drift ring voltages create a voltage gradient between
URingx = −110V and URing1 = −20V in the drift rings, guiding all electrons from the sensitive area
to the anode in the center. All voltage supply traces are routed through various frequency-cutoff
filters before being connected to the bias system. An example of such a filer is sketched in Fig. 19.
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Figure 19: RC low pass filter for the R1 drift ring. The current flows from J2 to the bond pad R1
at the detector. The low pass filter consists of a capacitor and a resistor. It is designed to produce
high attenuation above a specified frequency. This frequency is known as “cut-off” frequency.

Each pixel of the detector has its own signal and feedback line. The former are routed directly
to the front-end inputs of the ASIC, while the latter are connected directly to the preamplifier
outputs of the ETTORE. This signal loop is designed for a capacitive load up to 70 pF on both
lines of each pixel (SO and FB). Exceeding this value raises the necessary current provided by
the JFET and ETTORE’s first stage. As a result, the bandwidth of the feedback loop is reduced,
which increases the signal rise time. This ’parasitic’ capacitance is the capacitance that originates
from the signal line to ground. It is a major source of electromagnetic interference noise in elec-
tronic systems [49] and is caused by the potential difference created when current-carrying traces
run close together. The capacitance increases with the trace length, therefore it should be more
prevalent on the detector boards Long and GIRAXO. To reduce the parasitic coupling between
signal lines belonging to different pixels, the traces have a distance of 100µm.

ETTORE is a multichannel ASIC designed to read out SDDs with an integrated JFET and is
produced by XGLab. It has twelve channels, seven of which are used. All channels consist of
a preamplifier, an AC-coupled second amplification stage, and a comparator designed to detect
preamplifier saturation. It is possible to select between the two amplification stages when acquiring
data. The selection can be done by providing a digital signal to a dedicated pad (SELECT-PRE).
A representation of this circuit is visible in Fig. 20.
In the first stage, the output signal is superimposed on a linearly increasing ramp, while in the sec-
ond stage, it appears as a steeply rising pulse followed by an exponentially decaying tail. Waveform
examples of both stages are shown in Fig. 20 in blue. The visible ramps represent a continuous
increase in the waveforms caused by a constant detector leakage current. When a particle interacts
in the detector, many electron hole pairs are created, increasing the output voltage. Such an event
causes a sharp step in the waveform, with the height of the step corresponding to the amount of
charge created in the event. To avoid a saturation of the readout ASIC, a reset is performed at
a predetermined threshold, i.e. positive voltage is applied to the detector discharge diode. This
operation is performed only on the detector and results in a sharp decrease in the waveform. The
duration of the reset ranges between 300 ns and 2µs. During the reset, the ETTORE receives a
digital inhibit signal, which ensures that the second stage output remains consistent [50].
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Figure 20: Output selection of the ETTORE ASIC. Following pre-amplification, ETTORE offers
two signal modes: direct output from the preamplifier or an AC coupled, buffered output signal.
Waveform examples are shown in blue. Adapted from internal ETTORE report, April 29, 2020

Each ETTORE channel has a single output and a corresponding connection to ground, both of
which are routed to the connector J3. There, a connection with the bias system is established. The
ETTORE is glued conductively on a solder mask-free copper plane that is connected to the ground
plane with vias, see Fig. 21. The ETTORE is surrounded by 56 pads spaced 175µm apart on four
sides and is connected to the PCB by thin bonding wires.

Figure 21: The ETTORE ASIC is mounted on a copper plane and is bonded to 56 pads. The blue
traces represent signal lines from the SDD to the front-end inputs of the ETTORE. The feedback
lines (red) connect the ETTORE’s preamplifier outputs to the SDD. The yellow traces constitute
the ETTORE output lines, that link up to the bias system.
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4.2 Detector calibration with 55Fe

To compare the performance of Short, Long and GIRAXO PCB the spectrum of a radioactive 55Fe
source was for each recorded, since it provides x-ray lines in the keV-region of interest for IAXO.
The isotope 55Fe decays to 55Mn with a half-life of 2.737 years via electron capture [51]. Since an
electron from a higher-lying shell fills the vacancy in the K shell, an Auger electron with an energy
of 5.19 keV is emitted. In addition, three X-rays are emitted: MnKα1 at 5.89875 keV, MnKα2 at
5.88765 keV, and MnKβ at about 6.49 keV [52]. The first two lines cannot be distinguished due to
their small distance and are approximated with the line MnKα at 5.89 keV. The calibration of the
SDD is performed with the MnKα and MnKβ X-ray lines, which is required since the internal unit
of the DAQ is in ADC. The calibration using only these two lines is feasible since the TRISTAN
detectors have an excellent ADC linearity over a wide energy range of 10 keV to 60 keV, deviating
only by < 0.1% [2]. Both lines also make it possible to compute the energy resolution of the
detector. During the measurements, the 55Fe source was placed at a distance of about 3 cm below
the detector for phase 1 PCBs and 6 cm for phase 2 PCBs.

4.3 Bias system

A bias system developed by the company XGLab was used for the measurements carried out in
the scope of this thesis this thesis. It is used to operate the SDD and the ETTORE ASIC on
the detector board and is itself biased with 25V and 1.5A through an external power supply.
Figure 22 shows a photograph of the bias system, which consists of a buffer board mounted on a
control board. The latter is connected to the detector board via the 30 pin connectors J3 and J5,
which supply voltages to the ETTORE ASIC and the drift rings of the SDD, while the buffer board
connects via J8, buffering and amplifying the outputs of ETTORE. An on-board pulse generator
on the control board provides a 2ms periodic reset, keeping all pixels of the SDD synchronized.
Through the outputs Out0-Out6 a connection via coaxial cables to the DAQ system is enabled.

4.4 Data acquisition system

For the measurements carried out in this thesis, the CAEN DT5725 was used for data acquisition,
see Fig. 23. It is an eight channel digitizer with a sampling rate of 250MS/s and a 14-bit resolution.
Furthermore, it features a Digital Pulse Processor (DPP) allowing for Pulse Height Analysis (DPP-
PHA) and Pulse Shape Discrimination (DPP-PSD). The acquisition is fully controlled by the
CoMPASS software, which manages the DPP algorithm parameters and saves the relevant energy,
time, and PSD spectra. The settings used for data acquisition can be found in the appendix B.
To prevent read-out during a reset, the inhibit signal from the SDD’s amplifier is routed through
the bias system and fed into the TRG IN port of the CAEN digitizer. The DAQ was operated in
waveform mode, meaning that all waveforms were saved individually. Every waveform was recorded
with a trace length of 20µs and a pre-trigger time of 4µs. The waveforms that are saved are chosen
using a digital leading edge trigger algorithm. The algorithm detects events when one of its samples
exceeds a predefined threshold value. For each channel, the waveforms are saved independently for
offline waveform processing.
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Figure 22: The XGLab bias system comprises a buffer board (green) mounted on top of the control
board (red). The system provides the supply voltages for the detector, reset logic, and buffering
and amplification of incoming signals. It is connected via the connectors J3, J5 and J8 (yellow) to
the detector board and via Out0-Out6 (magenta) to the DAQ system.

Figure 23: The CAEN DT5725 is a 14-bit digitizer with a sampling rate of 250MS/s. The raw
waveforms for each channel were saved separately. Adapted from the manual.
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5 Data Analysis

5.1 Data Analysis Procedures

Figure 24: Example for the baseline correction of a waveform. (a) The first 625 samples of a raw
waveform are averaged. (b) The baseline mean is then subtracted, yielding a baseline-corrected
waveform.

The analysis is based on individually recorded second stage waveforms. Each waveform contains
5000 samples recorded at a sampling rate of 250MS/s, corresponding to a trace length of 20µs.
The height of the waveform is given in ADC units. An example is shown in Fig. 24 (a). All signal
processing, shaping, and parameter extraction is performed using offline algorithms developed for
the characterization of germanium detectors [53].

Baseline restoration

Since the waveforms were measured with an internal ADC offset, one has to correct for it. For this
purpose, the first 625 baseline samples (2.5µs) of a waveform are averaged. This average value is
then subtracted from each sample, yielding a baseline-corrected waveform, as shown in Fig. 24 (b).

For subsequent analysis, the baseline-corrected waveforms are used. In addition to the baseline-
mean, the baseline root mean square (RMS) is determined. The baseline RMS is used to estimate
the electronic noise. It is the standard deviation of the first 625 samples of a waveform.

Pole-zero correction

Driven by the architecture of the readout electronics, each signal features an exponential decay
with a theoretical decay time of 15µs. Consequently, a pole-zero correction is applied to these
waveforms to obtain step-like waveforms. The decay time τ of the system must be determined in
order to perform the pole-zero correction. To obtain the precise value of τ , the individual decay
times of each signal are extracted. The tail is modeled using the function
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y(t) = A exp(−t/τ), (13)

where A denotes the amplitude and t the time. From this, the decay time τ can be extracted by
fitting a linear function to the logarithm of y(t). The fit range is constraint to 14µs ≤ t ≤ 20µs.
For each pixel of the detector the decay times of all waveforms are histogrammed to obtain the
decay time distribution, see Fig. 25.

Figure 25: Example of a decay time distribution. The decay times of all events are determined and
then histogrammed. For the pole-zero correction, the distribution’s peak position is determined.

The distribution can be modeled using the Lorentzian function which is given by

f(x) = A
(

γ2

(x − x0)2 + γ2

)
, (14)

where A denotes the amplitude, γ the half width at half maximum and x0 the peak position.
During this investigation, the obtained value of x0 is ∼ 13µs. This value is then used as the decay
time for the pole-zero correction of each waveform. For this purpose, the waveform is processed
with an infinite response filter of the form:

y(t) = y[t-1] + x[t] − exp(−1/τ) · x[t-1], (15)

where y[t] describes the deconvolution of the signal x[t] at time t. The resulting waveform has a
step-like form, see Fig. 26.

Pile-up rejection

Different quality cuts are applied to the pole-zero corrected waveforms, including pile-up rejection.
Pile-up is the superposition of two events. This can happen pre-trace, when the baseline combines
with the exponential tail of the previous event, or in-trace, when two events combine within the
same trace. The slope of the baseline can be used to identify pre-trace pile-up events. To determine
it, a linear function is fitted to the first 625 samples of a waveform. If the baseline-slope exceeds
a certain threshold, the event is rejected. An in-trace pile-up is identified with the help of a fast
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Figure 26: Example of a pole-zero correction. The baseline-corrected waveform (blue) is deconvolved
from its exponentially decaying tail, resulting in a pole-zero corrected waveform (orange).

trapezoidal filter with a rise and fall time of 0.2µs and a flat top of 1µs. If the shaped signal of the
trapezoidal filter exceeds the threshold of twice the baseline RMS for a duration longer than the
flat top, an energy deposition is identified. If the number of energy depositions within one trace
exceeds one, the event is rejected. An example of a in-trace pile-up event is depicted in Fig. 27.

Figure 27: In-trace pile-up events are identified by using a trapezoidal filter, which is used to
determine the number of energy depositions within the trace length of 20µs. The waveform is
rejected if this number is greater than one.

Energy reconstruction

The energies of the events were reconstructed using an adjustable trapezoidal filter applied to
the pole-zero corrected waveforms. For the data analysis of Short and Long the flat top time of
the filter was kept at 0.2µs and for GIRAXO at 0.5µs. The filter rise time was moved between
0.2µs and 4µs, resulting in ten different filters. Therefore, ten energy values are saved for each
waveform. Finally, the energy is extracted from the shaped signal at the center of the flat top
region, see Fig. 28. This is preferable to a pick-off at the maximum, which would result in a bias
towards higher values due to noise fluctuations.
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Figure 28: Example for the reconstruction of the energy of an event. A trapezoidal filter is used to
process the pole-zero-corrected waveform (a). The energy is then extracted from the shaped signal
(b) at the flat top’s center, denoted by a point. This procedure is repeated for ten distinct filter
rise times (0.2, 0.3, 0.5, 0.6, 1.0, 1.5, 2.0, 3.0, 3.5, 4.0)µs.

Signal rise time computation

The signal rise time is extracted as the time taken by a signal to change from 10% to 90% of the
maximum amplitude of the leading edge. Before computing the rise times of the individual events,
waveform smoothing is performed to reduce noise. A Savitzky-Golay filter is used for this purpose.
This filters works by fitting a low-degree polynomial

p(n) =

n∑
k=0

akn
k (16)

to a sequence of samples by the method of least squares. By evaluating p(n) at the central point of
the sequence n = 0, the smoothed output value is obtained. Effectively, the output value is the 0th
polynomial coefficient [54]. The filter was applied to the pole-zero corrected waveforms multiple
times before extracting the signal rise time, see Fig. 29.

Figure 29: Example of waveform smoothing with a Savitzky-Golay filter.
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For the determination of the signal rise time, the smoothed waveform is first divided by the
maximum pulse height. The rise time is then defined as the difference between the times that
correspond to 90% and 10% of the maximum amplitude. Both values are obtained by moving
backwards and forwards from the time corresponding to 50%. Furthermore, interpolation between
the relevant samples was used to increase precision. An example of the entire procedure can be
found in Fig. 30.

Figure 30: Example for the signal rise time computation. The rise time is obtained from the
normalized and smoothed waveform.

Energy calibration and resolution computation

After collecting the individual energies of events into a histogram, a peak-search algorithm is used
to find the MnKα and MnKβ lines in ADC values. Both peaks are fitted with a Gaussian of the
form

f(x) = A exp

(
−1

2

(x− µ)2

σ2

)
(17)

to achieve greater precision in their ADC position. Here, σ denotes the standard deviation and µ

the mean, which is used as the position of the peaks. Knowing that the MnKα and MnKβ lines
have energies of 5.89 keV and 6.49 keV, respectively, allows one to relate the energies in ADC with
the energies in keV. This is accomplished by plotting the keV energies over the ADC energies and
then fitting the plot with a linear function that will serve as the calibration curve. An example for
the calibration can be seen in Fig. 31.

The calibration curve is applied to each spectrum, resulting in spectra with energies in keV. These
calibrated energy spectra are used to calculate the FWHM. For this purpose the data is fitted with
a function of the form
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Figure 31: Example for an energy calibration. The upper plot shows an uncalibrated 55Fe spectrum.
By fitting Gaussians to the peaks, it is possible to extract the position of the MnKα and MnKβ
lines. The calibration curve (lower plot) is derived by relating the true (keV) and obtained (ADC)
energies with a linear function.

The first line of terms in this equation describes the MnKα peak, while the second line describes
the MnKβ peak. Each peak is approximated by a Gaussian function and a Gaussian error function.
The latter is a low-energy tail of the peak, which accounts for the fact, that not all energy is de-
posited in the detector [2]. Furthermore, A, B, C and D describe the amplitudes of the respective
functions, while the factor 1/(

√
2πσi) ensures normalization to the area [55]. The FWHM is then

calculated from the MnKα peak, which is described by the fitted function’s first peak. Fig. 32
shows an example of the FWHM extraction.

This procedure was repeated for various shaping times. The optimal resolution for Short and Long
was obtained for rt = 2.0µs and ft = 0.2 ns, while for GIRAXO it was obtained for rt = 2.0µs
and ft = 0.5 ns. These values are used for the subsequent comparison.
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Figure 32: The calibrated 55Fe spectrum is fitted with the function in Eq. 18, which is highlighted
in red. The green and orange lines represent the Gaussian parts of the two peaks, respectively. The
FWHM is calculated from the fit function’s MnKα peak.

5.2 55Fe energy spectrum of the detector boards

In a first step, the uncalibrated energy spectra of the different boards are compared to each other.
A histogram containing the energies of all seven pixels is generated for each detector board. The
three obtained histograms are plotted on top of each other in Fig. 33 (a). In all three histograms
the MnKα and MnKβ lines are visible and separated.

The plot clearly shows that GIRAXO’s energy spectrum slightly differs (shifted and compressed)
from the other boards. This shift amounts to about 100 adc units and is caused by a decrease in
gain for the GIRAXO PCB. The reduced gain may be attributable to the distance between the
SDD and the ASIC, as longer distances result in higher parasitic capacitance, requiring higher
currents to drive the signal lines, or to differences in the specific ASIC used on the GIRAXO PCB.
This distance is 15mm for Short, 75mm for Long, and 100mm for GIRAXO. Adjusting the volt-
ages on the ETTORE ASIC may cause the gain of the individual boards to change. Furthermore,
there is an energy threshold at about 300 adc in all three histograms, which results in a higher
threshold in terms of keV for the low-gain GIRAXO board. The threshold is unaffected by the
trigger threshold setting, as different values were utilized for the measurements, see Appendix B.
The origin of the threshold will be investigated beyond the scope of this thesis. The calibrated
spectra of Short, Long, and GIRAXO are shown in Fig. 33 (b). The energy threshold for Short
and Long is ≈ 2.4 keV, and for GIRAXO it is ≈ 3 keV. A further noticeable observation is the
number of events. While the MnKα peak of Short and Long has ≈ 12500 counts, GIRAXO’s has
only ≈ 2600 counts. Both values were obtained with a total measurement time of 5 minutes. The
discrepancy originates from the difference in the positioning of the 55Fe source. The SDD receives
x-rays emitted by 55Fe source according to the inverse-square law. Since the GIRAXO board was
placed approximately twice as far from the 55Fe source as Long and Short, one expects a four times
lower number of events. This seems to be consistent with the measurements.

33



Figure 33: (a) Uncalibrated energy spectra of 55Fe recorded with Short (red), Long (green) and
GIRAXO (yellow) at room temperature. (b) Calibrated energy spectra with an energy resolution
of 260±11 eV, 261±9 eV and 269±9 eV (FWHM) at 5.9 keV, respectively. In all spectra the MnKα
and MnKβ peaks appear separated.

For Short and Long it is possible to observe the silicon escape peak at 4.2 keV. The escape peak
originates from the fact that there is a 4.3% chance that a fluorescence photon with an energy
of 1.7 keV will be emitted if a photon with an energy greater than the silicon K edge (1.8 keV) is
absorbed inside the silicon [56]. If the energy of the fluorescence photon is not deposited inside
the detector active volume, an escape event with an energy of Eescape = EMnKα − 1.739 keV is
measured. For GIRAXO this peak is only slightly visible due to reduced statistics.

To compare the performance of the individual detector boards’ pixels, their spectra are combined
into single plots, as shown in Fig. 34. A nomenclature of the detector’s pixel was given in Fig. 16.
As can be seen in the plots, the different pixels appear to be consistent, with no obvious outliers.

Figure 34: Calibrated 55Fe spectra of individual pixels recorded at room temperature with Short
(a), Long (b) and GIRAXO (c).
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Figure 35: Comparison of obtained values for the Full width at Half Maximum (FWHM) of the
individual PCBs pixels. All three PCBs provide the necessary energy resolution. Furthermore, the
pixels of Short and Long seem to follow the same trend except which is not the case for GIRAXO.

Using the procedures of Ch. 5.1, the FWHM is computed for each pixel of each detector board.
The results are summarized in Fig. 35.

All of the FWHMs in the plot are less than 300 eV, which is sufficient for the IAXO purpose. Using
the data from the plot, one can compute the mean values and standard deviations for the FWHMs
for each PCB, in order to compare their overall performance. For Short, Long and GIRAXO an
energy resolution of (260 ± 11) eV, (261 ± 9) eV and (269 ± 9) eV, respectively, is achieved. No
significant degradation of the energy resolution with increasing distance between detector and
ASIC is observed. Furthermore, the performance of individual pixels is consistent, with only minor
deviations, such as pixel 6 of GIRAXO, which has a FWHM of 288 eV. At this point, it should be
noted that the resulting FWHM is highly dependent on the initial fit range of the X-ray peaks.

5.3 Signal rise time distributions

As stated in Ch. 5.1, the signal rise time of an event is estimated as the time it takes a signal to
change from 10% to 90% of the maximum amplitude of the leading edge. It is a crucial timing
property of the detector board and especially important for experiments with a high count rate,
such as TRISTAN. A high count rate is not required for IAXO. This is in particular true since the
time component of the signal does not contain the decisive parameter—the energy of the inter-
acting particle. The signal rise time depends on the SDD’s response time as well as the capacitive
load on the signal loop between SDD and ASIC. The former arises because of the collection time
for electrons and holes within the semi-conductor, which varies depending on the location of the
ionizations in regards to the collecting anode [46]. The signal rise times of the detector boards are
plotted for each pixel, as shown in Fig 36.
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Figure 36: Signal rise time distributions (SRTDs) for Short (red), Long (green), and GIRAXO
(yellow). Shorts has the narrowest SRTDs with the shortest mean rise times. GIRAXO performs
better than Long with lower rise times, but has the highest variance. Long’s pixels appear incon-
sistent, with a wide range of mean values.

The signal rise time distributions (SRTDs) are distributions, with varying expectation value and
width. General statements can be made that apply to a particular board. As expected, Short has
the best performance, characterized by SRTDs with low mean and width, which also appear con-
sistent through the pixels. Long and GIRAXO are expected to perform worse due to longer traces
that introduce additional capacitive load. Despite having longer traces, the SRTDs of GIRAXO
have a lower mean than Long. This could be due to the use of fewer vias within the signal loop of
GIRAXO, which induce parasitic capacitance. Furthermore, the plots clearly show an increasing
SRTD-width with increasing signal line trace length. Using the data of the histograms, the values
of the median and mean of each pixel can be obtained, see Fig. 37.

The plot confirms the findings obtained from the SRTDs by demonstrating that the separation
between SDD and ASIC has a significant impact on the mean rise time values. An overall mean
rise time of (83± 6) ns, (276± 34)ns and (251± 3) ns for Short, Long, and GIRAXO is computed
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Figure 37: Comparison of mean and median rise times of Short, Long and GIRAXO. Clearly Short
has the shortest signal rise times with a mean of 83 ± 6ns. Long has the longest rise times and
sees the biggest spread of means with 276± 34 ns. GIRAXO has a mean of (251± 3) ns, which is
sufficient for IAXO.

using the data from the plot. The error is estimated as the standard deviation around the mean.
Furthermore, the success of minimizing the induced capacitance in phase 2 PCBs can be deduced
from the findings. This is suggested by the fact that, despite having longer signal lines, GIRAXO
performed better than Long.

5.4 Noise components

Noise is defined as disturbances in the signal that impede the ability to distinguish between signal
structures and therefore reduce the resolution. There is a distinction to be made between signal
fluctuations and electronic noise, which are inherent to a system, and electromagnetic interference,
which is induced externally, such as from power supplies or common grounding. The signal fluc-
tuations arise in the silicon chip, whereas the dominant electronic noise of a system is a feature
of the read-out electronics. Furthermore, the shaping times of the energy filter, which define the
susceptibility to distinct frequencies, are essential.

Fano limit

Even with all noise sources eliminated, there is an unavoidable limit of resolution, the Fano limit.
This limit is a signal fluctuation that arises from the fact that the number of ion pairs created
inside the semi-conductor fluctuates. It applies to any process in which an energy is converted to
an electric charge. The broadening of the Gaussian peaks in the spectrum due to Fano noise can
be described by

σ2 = FJ. (19)

The Fano factor, which is an intrinsic constant of the detecting medium, is denoted by F , and
the mean produced ionization due to an event is expressed by J . The Fano limit for SDD at the
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MnKα peak’s energy (5.9 keV) is ∆EFano = 119 eV (FWHM) [43]. This is the theoretical limit of
the achievable resolution.

Thermal noise

Thermal noise is a type of electronic noise that can be found in any conductor or semi-conductor and
is caused by the thermal Brownian motion of charge carriers. This thermal motion causes velocity
fluctuations in the current flow inside resistors and is independent of the flowing current [57]. The
resulting fluctuations have a a high frequency. As a result, a longer filter rise time allows one to
average out these fluctuations. The amount of thermal noise contribution decreases as the filter
rise time increases and increases as the capacitance C decreases [43].

Shot noise

Shot noise is a form of electronic noise that can be described as a statistical fluctuation of charge
carriers that occurs when charge carriers cross potential barriers, such as pn-junctions. It exists
because electric current is composed of quantized packets whose movement is governed by uncer-
tainties. The amount of shot noise is proportional to the SDD’s leakage current and is thus also
known as current noise [57]. When using longer filter rise times, the filter becomes susceptible to
changes in the leakage current. Therefore, the shot noise increases with filter rise time [43].

1/f noise

In a more general sense, 1/f noise refers to all noise contributions that exhibit a ’non-white’ fre-
quency response and is also known as pink noise. Its origins are not yet fully understood since
there exists an ambiguity as to whether it is a fundamental statistical consequence or a property of
specific systems [57]. There are models that explain it through fluctuations in the number of free
carriers due to generation-recombination within JFETs and MOSFETS [58]. The amount 1/f noise
increases with capacitance coupled to the signal loop and remains constant regarding the filter rise
time [43].

Taking all noise contributions into account one can model a theoretical noise curve, see Fig. 38
The amount of noise is characterized by the unit equivalent noise charge (ENC).
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Figure 38: The theoretical noise curve is the total of all noise contributions. As the filter rise time
increases, the contribution of shot noise increases while the contribution of thermal noise decreases.
The contribution of 1/f noise can be seen as constant. The optimal filter rise time is the minima
of the total noise curve. Adapted from [57].

5.5 Noise quantification

The noise of the three detector boards is compared in this section. This includes a comparison of
the baseline root mean square (RMS) and noise curves.

5.5.1 Baseline RMS

The baseline (RMS) is a measure to quantify the amount of dispersion of the baseline due to
noise. In Ch. 5.1, the baseline RMS was introduced as the standard deviation of the baseline,
which itself is defined as the first 625 samples (2.5µs) of a waveform. Therefore, one can also
think of the baseline RMS as the average noise amplitude of a waveform. Higher baseline RMS
values indicate a greater deviation from the baseline and thus more noise. Using the data obtained
from the waveform processing a histogram for each detector board’s pixel is plotted. The plot sees
the application of quality cuts, i.e., the rejection of pre-trace and in-trace pile-up events, see Fig. 39.

Contrary to expectations, from the plot the realization can be gained that the baseline RMS de-
creases with increasing distance between SDD and ASIC. As a result, the plot gives the impression
that GIRAXO has the lowest noise, which is not the case, as will be seen in the analysis of the
noise curves in Ch. 5.5.2. There are two possible explanations for this anomalous behavior. The
first attempt at explanation takes into account the finding from Ch. 5.2 that GIRAXO exhibited
a lower gain during the measurements. This would not only cause the offset of the uncalibrated
spectra as previously seen, but also a general reduction in the amplitude of any waveform. As
a result, noise-induced fluctuations around the baseline of a waveform are reduced, leading to a
lower baseline RMS. However, this does not explain the behavior of Long, which has, in contrast
to GIRAXO, no discernible difference in gain when compared to Short. Nevertheless, Long has a
lower baseline RMS than Short. The second explanation is a different frequency response for each
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Figure 39: Baseline RMS distributions for each pixel of Short (red), Long (green), and GIRAXO
(yellow). The obvious finding that the two longer boards have lower baseline RMS values than
Short must be treated with caution and analyzed in future measurements further.

detector board. This could be due to the longer traces acting as a low pass filter, which would
reduce the frequency response, making both Long and GIRAXO "blind" to this noise component.
To verify this, the noise density spectra of the different detector boards will be investigated, outside
the scope of this thesis.
When comparing the individual pixels in Fig. 39, one finds for Long and GIRAXO a similar per-
formance throughout the pixels, except pixel 5 of Long. It exhibits an unusual behavior, as does
pixel 5 of Short. Furthermore, pixel 5 of Short features additional counts in higher ADC values, as
does pixel 5 to a lesser extent. This can be attributed to another population of events or external
factors on that signal line, which will be investigated outside the scope of this thesis.
From the data of the baseline RMS distributions the mean and median value of each pixel is
computed and then plotted in Fig 40. This enables a more direct comparison of the corresponding
pixels. The plot only confirms previous findings. The previously mentioned unusual behavior of
pixel 5 of Short and Long manifests in both as the respective worst performance of each board,
regarding baseline RMS. There seems to be no correlation with the obtained FWHMs of Fig. 35.
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Figure 40: Comparison of mean and median baseline RMS of Short, Long and GIRAXO.

5.5.2 Noise curves

The different noise components (Ch. 5.4) depend on the time constants of the trapezoidal filter,
specifically the filter rise time. As explained in Ch. 5.1, the trapezoidal filter is used to reconstruct
the energy of the events for filter rise times ranging between 0.2µs and 4.0µs, resulting in ten
spectra for each pixel. The FWHM is then computed for each spectrum, allowing one to relate
the FWHM to the filter rise time. This dependency results in the noise curves for each pixel of
a detector board. Subsequently, a mean noise curve is formed for each PCB, see Fig. 41. A noise
curve is, in essence, a scan of the resolution over the filter rise time.

For all PCBs compared, the optimal filter rise time that minimizes total noise contribution is 2.0µs.
All house internally produced PCBs exhibit a significant increase in noise when compared to the
XGLab board, which manages ≈ 205 eV at the same filter rise time. This increment concerns
especially the amount of 1/f noise, which can be seen as an offset of the noise curves in the y
direction. The increased occurrence of 1/f noise on the GIRAXO PCB indicates increased parasitic
capacitance in the signal loop. This is to be expected given the longer traces in the signal loop,
and it is further supported by the slope of its noise curve at shorter filter rise times. The slope
increases with thermal noise, the amount of which increases with capacitance in the signal loop.
The noise of the GIRAXO PCB increased dramatically for filter rise times shorter than 1.0µs. As
a result, its noise curve is restricted to this value. The effects of the thermal noise can also be seen,
although less pronounced for the Long PCB. The amount of shot noise, which is related to the
slope at longer filter rise times, is for all PCBs similar. Cooling the SDD decreases the amount of
shot noise, which would flatten the curve at longer filter rise times. The conclusion that can be
drawn is that the amount of 1/f noise and thermal noise increases with the length of traces in the
signal loop. Nevertheless, the noise performance of GIRAXO is more than good enough for the use
in IAXO.
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Figure 41: Noise curves: the measured FWHM as a function of energy filter rise time. The filter
flot top time remained constant at 0.2µs for Short and Long, and for GIRAXO at 0.5µs. The
performance of the Short (red line), Long (green line), and the GIRAXO PCB (yellow line) is
compared at room temperature. The XGL-JFET-7CH-CARRIER board (blue line) serves as the
baseline for the comparison. For the internally produced PCB the amount of 1/f noise is greater.
The contribution of thermal noise increases with the distance between the SDD and the readout
ASIC. For the GIRAXO PCB, this is more prevalent.
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6 Background demonstrator

The GIRAXO PCB used in the scope of this thesis is a prototype PCB for a background demon-
strator that will be operated at the Canfranc underground laboratory. All design decisions for
the PCB were made to achieve the best possible background performance. The required back-
ground for BabyIAXO is 10−7 counts keV−1 cm−2 s−1. In 2021 the latest background measure-
ments with TRISTAN SDDs where made by our group, reaching a background of (1.9 ± 0.2) ·
10−5 counts keV−1 cm−2 s−1 at the Unterground lab of the Technische Universität München [42].
The majority of the observed background was attributed to close-by impurities. The detector board
used in this measurement consisted of a TRISTAN SDD with a readout CUBE preamplifier ASIC.
The CUBEs are bonded directly to the anode of the SDD, which has the consequence that all of
the electronics have to be in close proximity to the SDD.

6.1 GIRAXO PCB Design

The GIRAXO PCB incorporates a JFET and a readout ETTORE ASIC. This allows us to increase
the distance between the SDD and the ASIC in order to place passive shielding between the two,
blocking radiation emitted by the electronics. The GIRAXO PCB can be structured in three
sections:

1. The head, which holds the SDD.

2. The neck, which connects the head to the rest of the body.

3. The body, which holds the ETTORE ASIC, electronics, and connectors.

In order to reduce radioactive contamination, the PCB material around the SDD is minimized.
This includes the omission of solder mask on the head. Furthermore, the head protrudes perpendic-
ular to the body. As a result, there is no direct line of sight between the SDD and the electronics,
allowing us to place passive shielding between the two. When minimizing the head dimensions, the
250µm wide high-voltage traces BF and BC that run around the SDD must be considered. Since
their contacts are on the western SDD side, opposite to all other bonding pads, the traces have
to be routed around the SDD. In addition, 2.5mm of excess PCB material is planned north and
south of the SDD, required for the holding structure of the PCB. Overall, this resulted in a head
size of approximately 18mm × 35mm. The SDD is 12mm × 11mm in size. A layout of the head
is depicted in Fig. 42.
Traces that run from the SDD to the body pass through the neck. This includes the SDD and
signal loop supply voltages. Signal lines belonging to different pixels are separated by a distance
of 1.5mm. This meant that the neck could be a minimum of 15mm wide. The average length of
the signal loop traces is 100mm. This value was chosen because it allows for 70mm of shielding
between the SDD and the electronics. Compared to the first Short/Long prototype PCBs, the
GIRAXO features the positioning of probing points and a more uniform component placement.
The layout of the whole GIRAXO PCB is shown in Fig. 43.
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Figure 42: Layout of the PCB head The SDD is placed on the PCB head. Traces marked in red
are placed on the copper top layer. This includes the traces for the signal loop and most of the
supply voltages for the SDD. Traces marked in green are placed on the copper bottom

Figure 43: Layout of the GIRAXO PCB. The shape of the neck allows the placement of shielding
between SDD and electronics. The traces that run from SDD to ASIC are approximately 100mm
long.

The GIRAXO PCB that will be used in the upcoming background demonstrator uses as substrate
ARLON 85N, which is expected to be sufficient in radio-purity and is currently undergoing radio-
assay measurements. A similar material was used by the EDELWEISS experiment that searches
for dark matter search using cryogenic heat-and-ionization germanium detectors [59], and is going
to be used in the upcoming Darkside experiment. Furthermore, the SDD is glued to the PCB with
a low-background glue.
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6.2 Passive shielding

The background demonstrator will be operated at Canfranc, which is an underground laboratory
located in a abandoned train tunnel under Mount Tobazo. There, the setup will be placed at a
depth of 2450m.w.e., making muon-induced background irrelevant [60].

The PCB and its enclosure are housed in a lead castle within a flush box, which protects the setup
from environmental radiation and results in ≈ 100mm of lead coverage in all directions. Radon-free
air or nitrogen gas will be used as a flush gas. Low activity lead will be used for the innermost
bricks. To shield the SDD from the low-energy 210Pb gamma rays, a box of low activity copper is
used. The copper box serves simultaneously as a holding structure for the PCB and has the same
dimensions as the lead bricks (200mm× 100mm× 50mm). A 3D rendering of the copper holding
structure is depicted in Fig. 44.

Figure 44: 3D rendering of the copper holding structure. The enclosure is placed inside a lead castle
with a flush box. The copper brick houses the PCB and holds the silicon plates in position. The
copper shields from 210Pb decays, while the silicon plates shield from copper fluorescence.

This copper brick consists of three parts that can be assembled according to the building block
principle. The three parts are held together by copper rods at the corners. The PCB is mounted
in the lowest part. For this purpose, the copper is milled 1mm deep so that the PCB can lie in
the cutout. Due to the shape of the PCB, the head with the SDD is completely shielded from the
intrinsic radiation of the rest of the PCB. A 5mm deep cutout is located beneath the head of the
PCB. This allows the placement of a 1.5mm thick silicon plate that shields the SDD from the 8 keV
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fluorescence of copper. The remaining 3.5mm of the cutout are planned as safety distance to the
bonding wires of BF and BC, since they are located on the bottom side of the PCB. The middle
section of the copper brick is placed on top of the lower section, sandwiching the PCB between
the two. The middle section has cutouts directly over the SDD and the body of the PCB. The
former allows for the addition of another silicon plate, resulting in nearly 4π of silicon coverage.
The cutout above the body is essential to house the electrical components. The third part of the
copper brick is the cover. It has a cutout over the body, which is required for cables that connect to
the BIAS system. Overall, the SDD will be shielded by > 20mm of copper. The benefit of the final
design is that glue or screws that could cause radioactive background are avoided when mounting
all components. A cross section of the copper brick is illustrated in Fig. 45.

Figure 45: Cross section of assembled passive shielding. Cutouts in the copper part are milled
above and beneath the SDD to accommodate silicon X-ray shielding. A cutout over the body of
the PCB is milled to facilitate cable management. No glue or screws are required to secure the
close-by components.

6.3 Background projections

Using the design of the setup and conservative radio-purity estimations for the individual parts,
background projections were performed by our group. The SDD, PCB with electronics, and shield-
ing were all separately modeled and then summed, as shown in Fig. 46. In the 0− 10 keV region of
interest, the total background is expected to be ∼ 10−7 counts keV−1 cm−2 s−1. The plot demon-
strates that the background is mainly dominated by the contribution of the PCB with electronics.
This emphasizes the importance of minimizing material around the head, which would be even
easier if the TRISTAN SDDs had all bonding pads on the same side. Furthermore, the X-ray line
at 8 keV indicates potential for improvement for the Silicon shielding. The line results from the
fact, that the SDD is not fully enclosed in the silicon shield.

46



Figure 46: Background projections of the Canfranc background demonstrator. Conservative esti-
mates project a total background (black line) of ∼ 10−7 counts keV−1 cm−2 s−1 in the region of
interest (0 − 10 keV).The depth of the Canfranc (2450m.w.e.) renders muon-induced background
irrelevant. The PCB head-area takes up the majority of the background (green line). The peak at 8
keV is the copper fluorescence line. The intrinsic background of the SDD (blue line) demonstrates
the potential for even lower background levels. Provided by Christoph Wiesinger.

47



7 Conclusion and outlook

The IAXO experiment will search for axion-like particles originating from the Sun with the objec-
tive of probing axion couplings of a few 10−12 GeV−1 for masses up to 0.25 eV, entering previously
unexplored axion-like particle parameter space. This requires, among other things, the X-ray de-
tectors to achieve a background level as low as 10−8 counts keV−1 cm−2 s−1. For the first stage of
the experiment, BabyIAXO, the baseline Micromegas detectors intend to reach a background level
of 10−7 counts keV−1 cm−2 s−1. The silicon drift detectors used by our group offer significant ad-
vantages for IAXO, as they outperform the baseline detector system in terms of energy resolution
and X-ray efficiency. However, previous measurement campaigns were not yet capable of meeting
the background requirements.

The primary focus of this thesis was the development of a prototype background demonstrator
capable of exceeding previously set background levels. In particular, a detector board that incor-
porates a TRISTAN SDD with an integrated JFET was developed. Special emphasis was placed
on the effects of the distance between the SDD and the readout ASIC. This distance was increased
up to the point where radioactive impurities from the readout electronics can be shielded without
compromising the performance of the detection system due to increased noise contributions. Three
prototype PCBs with varying SDD/ASIC distances (15mm, 75mm, 100mm) were produced and
then characterized using a 55Fe calibration source. The measured data was then processed using a
classical pulse shape analysis approach, which allowed for a comparison of the performance of the
detector boards.

First, the measured 55Fe energy spectra were reconstructed, from which the energy resolution was
subsequently computed. This was done for energy filters with varying shaping times. The analysis
revealed no significant degradation in energy resolution with increasing SDD/ASIC distance. The
final design of the detector board (GIRAXO) achieved an optimal energy resolution of 269± 9 eV
at a filter flat top time of 0.5µs and a filter rise time of 2.0µs. In addition, the GIRAXO detector
board experienced a decrease in gain, attributed to the large distance between the SDD and the
ASIC. Furthermore, all detector boards featured an energy threshold of about 300 adc, the origin
of which will be investigated in future measurements. In terms of keV, the GIRAXO board has a
threshold of about 3 keV.
The noise curves for the detector boards were generated by the scanning the energy resolution
over the filter rise times. A comparison with a commercially available detector board showed that
all internally produced boards exhibit an increase in noise. Internally produced boards behave
similarly to one another, with the exception of thermal noise, the amount of which increases with
the SDD/ASIC distance. Furthermore, as was to be expected, the detector boards with longer
SDD/ASIC distance experienced a significant increase in signal rise time. The GIRAXO PCB
achieved a mean signal rise time of (251± 3) ns. This value meets the requirements as IAXO does
not require a high count rate. The baseline RMS results deviate from expectations, as the longer
PCBs achieved lower values. A future investigation of the noise density spectra will look for an
explanation for this phenomenon.
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As a final part of this thesis, a prototype for a dedicated passive shield for the GIRAXO PCB was
designed. It consists of a three-part copper enclosure that holds the GIRAXO PCB and silicon X-ray
shields. A radio-pure version of the GIRAXO PCB and the dedicated passive shield will be used in
an upcoming measurement campaign at the Canfranc underground laboratory. The Canfranc back-
ground demonstrator is projected to achieve a total background of ∼ 10−7 counts keV−1 cm−2 s−1.
This thesis thus presents a background demonstrator design for the TRISTAN SDDs that, if pro-
jections are met in the upcoming Canfranc measurements, will satisfy the background requirements
for BabyIAXO while also achieving good energy resolution.
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A PCB design and production

Reference Footprint Value Reference Footprint Value

C1 C_0603_1608Metric 100nF R1 R_0603_1608Metric 0
C2 C_0603_1608Metric 100nF R2 R_0603_1608Metric DNP
C3 C_0603_1608Metric 100nF R3 R_0603_1608Metric 0
C4 C_0603_1608Metric 100nF R4 R_0603_1608Metric 47
C5 C_0603_1608Metric 10uF R5 R_0603_1608Metric 47
C6 C_0603_1608Metric 10uF R6 R_0603_1608Metric 47
C7 C_0603_1608Metric 100nF R7 R_0603_1608Metric 75
C8 C_0603_1608Metric 100nF R8 R_0603_1608Metric 47
C9 C_0603_1608Metric 100nF R9 R_0603_1608Metric 47
C10 C_0603_1608Metric 100nF R10 R_0603_1608Metric 47
C11 C_0603_1608Metric 100nF R11 R_0603_1608Metric 47
C12 C_0603_1608Metric 100nF R12 R_0603_1608Metric 0
C13 C_0805_2012Metric 10uF R13 R_0603_1608Metric 0
C14 C_0805_2012Metric 10uF R14 R_0603_1608Metric 4.7k
C15 C_0805_2012Metric 1uF R15 R_0603_1608Metric 47
C16 C_0805_2012Metric 10uF R16 R_0603_1608Metric 22k
C17 C_0805_2012Metric 1uF R17 R_0603_1608Metric 4.7k
C18 C_0805_2012Metric 10uF R18 R_0603_1608Metric 22k
C19 C_0603_1608Metric 10nF R19 R_0603_1608Metric 22k
C20 C_0603_1608Metric 10nF R20 R_0603_1608Metric 10k
C21 C_1206_3216Metric 1uF R21 R_0603_1608Metric 47
C22 C_1206_3216Metric 1uF R61 R_0805_2012Metric 0
C23 C_1206_3216Metric 1uF
C24 C_0603_1608Metric 10nF
C25 C_0603_1608Metric 10uF
C26 C_0603_1608Metric 100nF
C85 C_0805_2012Metric 4.7uF
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B Data acquisition software settings

Run Number 32 14 36
PCB short long GIRAXO
DAQ CAEN desktop CAEN desktop CAEN desktop
Pulser no no no
Acquisition mode waves waves waves

Record length 5 min 5 min 5 min
Trace length 20000 ns 20000 ns 20000 ns
Pre-trigger 4000 ns 4000 ns 4000 ns
Polarity negative negative negative
N samples baseline 256 samples 256 samples 256 samples
DC Offset 80 % 80 % 80 %
Course gain 1x 1x 1x

Threshold 100 lsb 50 lsb 50 lsb
Trigger holdoff 192 ns 192 ns 192 ns
Fast Disc. smoothing 64 samples 128 samples 128 samples
Input risetime 96 ns 192 ns 192 ns

Trap. rise time 2,992 us 2.992 us 2.992 us
Trap. flat top 0.192 us 0.288 us 0.288 us
Trap. pole zero 14.992 us 14.992 us 14.992 us
Peaking time 83.3 % 83.3 % 83.3 %
N samples peak 1 sample 1 sample 1 sample
Peak holdoff 0.992 us 0.992 us 0.992 us
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