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Abstract

In this thesis we present tools and methods useful for precise atmospheric cascade and
bioluminescence modeling, required by cosmic ray, gamma ray and neutrino experiments.
We will show how to employ these methods to perform traditional studies such as the
kaon-pion ratio, where we use BOREXINO data to set a ratio of 0.11+0.11

−0.07 at approximately
190 GeV center of mass energy. Then, we will introduce a new electromagnetic simulation
framework, which includes a new interaction model, as well as those employed by other
electromagnetic cascade simulators. The difference between these models is of relevance
when measuring the total energy of atmospheric showers by fluorescence experiments,
causing a change of up to 5%. By using the precision calculations introduced in the
previous sections, we perform a new type of study on the supersymmetric partner particle
of the tau, the stau. In this analysis we set a lower mass-bound of 320 GeV on this new
particle using 1 year of public data from IceCube. Afterwards we perform another study
on the limit setting capability of IceCube on the astrophysical antiproton flux. We find
IceCube is able to set limits at energies above 10 TeV, the first experiment capable of doing
so. Additionally, the antiproton flux could explain some of the neutrino flux typically
attributed to the astrophysical sources. Finally, we introduce a new simulation framework
to model bioluminescence for deep sea neutrino detectors. There we show the relevance
of shear stress on the emission spectra and compare the simulation results to preliminary
STRAW-b data.



Zusammenfassung

In dieser Arbeit stellen wir Werkzeuge und Methoden vor, die für eine präzise Model-
lierung atmosphärischer Teilchenkaskaden und Biolumineszenz nützlich sind, die für
Experimente mit kosmischer Strahlung, Gammastrahlung und Neutrinos benötigt werden.
Wir zeigen, wie man diese Methoden einsetzt, um traditionelle Studien durchzuführen,
wie z.B. das Kaon-Pion-Verhältnis, bei dem wir mit Hilfe von BOREXINO Daten ein
Verhältnis von 0.11+0.11

−0.07 bei einer Schwerpunktsenergie von etwa 190 GeV bestimmen.
Anschließend stellen wir ein neues elektromagnetisches Simulationspaket vor, das ein
neues Wechselwirkungsmodell beinhaltet, wie auch Modelle die von anderen elektromag-
netischen Kaskadensimulatoren verwendet werden. Der Unterschied zwischen diesen
Modellen ist bei der Messung der Gesamtenergie von atmosphärischen Schauern durch
Fluoreszenzexperimente von Bedeutung und verursacht eine Änderung von bis zu
5% in der gemessenen Energie. Unter Verwendung der in den vorherigen Abschnitten
vorgestellten Präzisionsrechnungen führen wir eine neuartige Untersuchung des super-
symmetrischen Partnerteilchens des Tau, das Stau, durch. In dieser Analyse setzen wir,
unter Verwendung von 1 Jahr öffentlicher Daten von IceCube, eine untere Massengrenze
von 320 GeV für dieses neue Teilchen. Anschließend führen wir eine weitere Studie
über die Fähigkeit von IceCube zur Grenzwertsetzung für den astrophysikalischen
Antiprotonen-Fluss durch. Wir stellen fest, dass IceCube als erstes Experiment in der Lage
ist, Grenzen bei Energien über 10 TeV zu setzen. Außerdem könnte der Antiprotonenfluss
einen Teil vom gesamten Neutrinostrom erklären, der typischerweise astrophysikalischen
Quellen zugeordnet wird. Schließlich stellen wir einen neuen Simulationsrahmen zur
Modellierung der Biolumineszenz für Tiefsee-Neutrinodetektoren vor. Dort zeigen wir die
Relevanz von Turbulenzen auf die Emissionsspektren von Organismen und vergleichen
die Simulationsergebnisse mit vorläufigen STRAW-b Daten.
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Introduction 1
More than a hundred years ago Victor Hess performed his famous balloon
experiments, finding that ionizing radiation increases the further one
is from the ground. He concluded that radiation must be coming from
extraterrestrial sources, which was confirmed later by Robert Andrews
Millikan. He gave this particle flux from space the name "cosmic rays". In
1936 Victor Hess was awarded the Nobel Prize for his discovery of this
astrophysical particle flux.
Today we know that when extraterrestrial particles reach the Earth, they
collide with the atmosphere and produce particle cascades. There are
a multitude of experiments which study these particle showers as a
source of new physics, to benchmark our understanding of the standard
model or in the source of their production sites. Cosmic ray experiments
such as KASCADE [1], CASA-MIA [2], AGASA [3], HiRes [4], Auger [5]
KASCADE-Grande [6], ARGO [7], TAIGA [8] and CREAM [9], gamma-
ray experiments such as HAWC [10] and CTA [11] as well as neutrino
experiments such as P-ONE [12], KM3NeT [13], GVD [14], ANTARES
[15] and IceCube [16] all require precise modeling of these atmospheric
cascades for their searches.
In this thesis, we will discuss how to precisely model such atmospheric
particle cascades. First, we will give a brief introduction on the necessary
components when modeling, such as the primary flux of cosmic rays, the
atmospheric density, particle interactions and cascade equations.
We then show how these tools can be combined to calculate the sea-
sonal variation of particle fluxes at particle detectors, specifically for
the BOREXINO detector [17]. We then use these seasonal variations to
estimate the ratio of kaons to pions being produced in the atmosphere.
Afterwards we will develop a new electromagnetic interaction model,
which improves on previous models, by including material effects and by
building on newer interaction calculations. We then show the effect these
improvements have on cosmic ray experiments, by modeling the change
in measured cosmic ray energy when using the fluorescence technique.
Having improved this cascade equation modeling scheme, we will then
model the sensitivity of IceCube to a hypothetical beyond the standard
model particle, the stau. Based on this, we will construct an estimate of
the limits IceCube is capable of setting on this new particle’s mass and
compare them to current collider experiments.
Afterwards we perform an additional study, of the capability of neutrino
telescopes to constrain a new antiproton component arriving at earth.
This new particle flux could be produced by decaying dark matter in our
galactic halo or neighborhood. This makes such studies highly relevant
for theoreticians, since currently there are no constraints at very high
energies on the antiproton to proton ratio.
Finally, moving away from particle cascades, we will apply similar tech-
niques to develop the first precise model for bioluminescence at neutrino
detectors in the deep sea. This topic has become more and more relevant
with new water based neutrino telescopes coming online, such as P-ONE
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[12] and KM3NeT [13]. We will show that neutrino telescopes are capable
of measuring these flashes and able to identify the emitting organisms
by utilizing our model. This makes such detectors not only relevant for
the physics community, but for the biologist one as well.
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When cosmic rays impinge on Earth’s atmosphere, they initiate a particle
cascade. A sketch of such a shower is shown in figure 2.1. During the
shower’s evolution, the secondaries, produced by the cosmic ray in the
first interaction, in turn interact or decay again producing a new set of
particles. This scheme proceeds until all unstable particles have decayed
and the energy among the showering particles has been distrusted to such
a level, that ionization losses dominate their energy loss. Ground based
experiments measure the particles produced in these particle cascades,
primarily muons and neutrinos. Due to their stability and low interaction
cross sections, these species are capable of traversing the full atmosphere.
In this chapter, we will give a brief introduction to the underlying theory
required to understand transport of these particle cascades, the main
focus of this thesis. We will start with a general introduction to the
required components to construct particle shower models, namely a
primary, a density and an interaction model. Afterwards we introduce
cascade equations which we use to model particle showers.

Cosmic ray

𝜋0

𝛾

𝛾
𝑒+

𝑒−

𝛾𝑒−

𝜋+

𝜇+
𝜈𝜇

𝐾0
𝐿

𝜈𝑒

𝜋−

𝑒+

Surface

Figure 2.1: A sketch of an atmospheric
particle cascade. The electromagnetic part
can be treated as decoupled since the main
coupling between it and the hadronic com-
ponent is 𝜋0 decay. The latter component
is mainly driven by pions and kaons.
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2.1 Model Components

Atmospheric cascade modeling, or any form of particle cascade modeling,
requires three components:

▶ A primary model which defines the injected particle species and
their energies.

▶ A density model which defines the target material.
▶ An interaction model which defines the particle interactions at the

energies of interest.

In this section we discuss the fundamentals of these models and how to
construct them.

Cosmic Primary Flux

In collider physics the primary spectrum is usually given by a delta peak
of a single particle species at the beam’s energy. In astrophysics the delta
peak and single species is replaced by a spectrum of particle types and
energies. Primarily protons and heavier nuclei, photons and neutrinos
are of interest, depending on the experiment. Here we will focus on the
proton and heavier nuclei spectra, commonly termed the cosmic ray flux.
Being composed of ionized nuclei, their charge causes them to be deflected
by astrophysical magnetic fields. This causes them to mostly arrive
istotropically at Earth. This charges means a Lorentz force, 𝐹L is applied
by the external fields, 𝐵, of the form

𝐹L =
𝑍𝑒

𝑐
®𝑣 × ®𝐵. (2.1)

Here 𝑍𝑒 describes the charge of the nucleus and 𝑐 is the speed of light.
This causes the particles to spiral along the direction of the magnetic
field lines [18]. The radius of this spiral motion is then defined by the
Larmor radius, 𝑟L, given by

𝑟L ≈ 𝐸

𝑍𝑒𝐵
. (2.2)

When the path traveled by the cosmic ray is of the same order as the
Larmor radius, this deflection becomes relevant when pinpointing their
origin. Our galaxy has an average magnetic field strength of 𝐵 ≈ 4 𝜇G
[18], which we can use to estimate the required energy that the Larmor
radius exceeds the size of our galaxy. At 1 EeV 𝑟L ≈ 300 pc, which is larger
than the thickness of our galactic disc, meaning particle with such ultra-
high-energies could originate from beyond our galaxy, while at lower
energies the particles are confined inside of the galactic volume. From
this exercise we can derive that there must be at least two components
when modeling cosmic rays, namely a galactic and extragalactic one.
As a first approximation we can ignore these two components and assume
the cosmic ray flux, 𝜙, is composed purely of protons and follows a simple
power law

𝜙(𝐸) = 3.5
(
𝐸

GeV

)−2.7

× 104[(GeVm2 sr s)−1]. (2.3)
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Figure 2.2: Example of a theoretical pri-
mary spectrum. The rigidity, normaliza-
tion and spectral indices were taken from
the H4a model [19]. Included as a dashed
line is an additional high energy compo-
nent of protons. The dotted line, PL(2.7),
represents the fitted power-law described
in equation 2.3.

Here 𝐸 is the nucleus’ total energy. We obtained the parameters by
running a fit on the values given by figure 2.2, shown with the dotted line
as PL(2.7). Over five orders of magnitude, namely between 10 GeV and 1
PeV, this approximation seems work very well and agree with data. While

𝑅𝑐 𝛾 p He CNO Mg-Si Fe
- - 1.66 1.58 1.63 1.67 1.63

4 PeV See line 1 7860 3550 2200 1430 2120
30 PeV 1.4 20 20 13.4 13.4 13.4
2 EeV 1.4 1.7 1.7 1.14 1.14 1.14
60 EeV 1.6 200 0 0 0 0

Table 2.1: Model parameters for equation
2.5 given by the H4a [19]model. These rep-
resent extrapolations from measurements
done by CREAM [9]. The first column
shows the cutoff 𝑅𝑐 , while the second the
power law’s exponent 𝛾𝑖 , 𝑗 . At 4 PeV dif-
ferences in the species’ power law’s have
been measured. For this reason the first
line shows individual exponents for each
type. The final 5 columns show the nor-
malization factors 𝑎𝑖 , 𝑗 for each nucleus
type at a given energy.

this approximation is enough for a general estimate, it can not reproduce
features observed by cosmic ray experiments and more refined models
are required for precision experiments. Multiple experiments have mea-
sured the energy dependence and composition of the cosmic ray flux,
such as KASCADE [1], CASA-MIA [2], AGASA [3], HiRes [4], Auger [5]
and CREAM [9]. The CREAM measurements are direct measurements,
extending up to 100 TeV, making them an ideal baseline for modeling.
Typically the nuclei are grouped into five groups H, He, CNO, Mg-Si and
Mn-Fe [19] and their energy spectra need to be extrapolated to higher
energies. To do this one can assume multiple underlying populations of
cosmic rays, each with their own corresponding power law spectrum
[20], which together need to described some observed features in the
cosmic ray spectrum.
At around 3 PeV the spectrum steepens and this region is usually termed
the knee. This region is assumed to signal the end of one galactic popula-
tion, namely those produced by supernova remnants.
The next feature is usually termed the ankle and is a flattening of the
spectrum at approximately 10 EeV. Usually this is attributed to the end
of cosmic rays produced in our galaxy. For energies above this an extra-
galactic origin is assumed.
Together this means three populations are required to explain and model
cosmic rays [21]:

▶ One associated with supernova remnants.
▶ A higher energy galactic component of unknown origin.
▶ An even higher energetic extra-galactic component with extra-

galactic origin.

Each population shows a cutoff which can be assumed to depend on
magnetic rigidity, 𝑅, [22]

𝑅 =
𝐸

𝑍𝑒
. (2.4)

Here 𝐸 and 𝑍𝑒 are the nucleus’ total energy and charge respectively. This
is motivated by diffusion models in magnetized plasma which depend
on 𝑅. Above a specific cutoff rigidity, 𝑅𝑐 , acceleration reaches a limit,
leading to a cutoff in the energy spectrum of the nuclei. Assuming a
power law for each nucleus species, 𝑖, and origin, 𝑗, the total spectrum
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Figure 2.3: The proton fluxes as given by
the H3a, H4a [19] and Gen 3 and 4 mod-
els [23] with a power-law approximation,
PL(2.7). Discrepancies appear at the high-
est energies, where there is currently a lack
of precise experimental measurements.

can be written as their sum [19]

𝜙𝑖(𝐸) =
3∑
𝑗=1

𝑎𝑖 , 𝑗𝐸
−𝛾𝑖 , 𝑗 exp

[
− 𝐸

𝑍𝑖𝑅𝑐,𝑗

]
. (2.5)

In figure 2.2 we show the resulting nuclei spectra when using the
parameters given in the H4a model [19] shown in Table (2.1). In the final
line of Table (2.1) an additional high energy component of protons was
added. As of now, no direct measurements of the primary cosmic ray flux
at energies above 100 TeV have been made. This allows for some freedom
when extrapolating to higher energies. Compared to the discussion until
now, one could assume a different rigidity or a different population
count. This leads to a range of primary models such as the Gaisser-Hillas
models H3a, H4a [19] and Gaisser-Tilav Gen 3 and 4 models [23]. The
discrepancies appear primarily at the highest energies as shown in figure
2.3.

While indirect measurements of the primary cosmic ray flux exist, e.g.
by Auger [5], the composition still has uncertainties, leaving room
for the discrepancies shown in figure 2.3. When running precision
simulations, these uncertainties are one of the limiting factors when
making predictions.

Atmosphere

When particles pass through matter, the likelihood of them interacting (or
decaying) depends on the density of the target material and its amount.
To quantify the amount of material passed by the particle cascade along
its path, we need to know the density of said material at each given point.
For homogeneous systems, this is not difficult but in the case of Earth’s
atmosphere, being a variable system, requires a more in-depth treatment.
Since temperature modulations in the atmosphere, caused by seasonal
variance, influences the final particle fluxes measured by ground based
detectors [24], we require models which represent the density at any
given time and location.
As a first approximation one can use the U.S. Standard Atmosphere [25].
In this model the atmosphere is divided into layers. Each layer is assumed
to have a linear temperature distribution in height ℎ. Pressure, 𝑃 and
density, 𝜌, are then calculated by solving the pressure variation

d𝑃
dℎ

= −𝜌𝑔 (2.6)

and ideal gas law
𝑃 = 𝜌𝑅𝑇. (2.7)

In the above equations 𝑅 is the specific gas constant and 𝑔 the standard
acceleration of gravity. The U.S. Standard atmosphere extends up to 86
km. For shower simulations the atmospheric model needs to be extended
further for which we adopt Braeunig’s∗ method which uses 4th order
polynomials to approximate the atmosphere. To model fluctuations due
to seasonal variations in the atmosphere, experimental data or more
precise models are required such as the NRLMSISE-00 [26] model or

∗ http://www.braeunig.us/space/atmmodel.htm
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Figure 2.4: The extended U.S. Stan-
dard Atmosphere constructed for the
atmospheric cascade simulations. This ex-
tended version includes heights above 86
km, based on the polynomials by Braeunig,
http://www.braeunig.us/space/atmmodel.htm.

Figure 2.5: A collection of total cross sec-
tions from different experiments using pro-
ton targets from [36]. Current experimen-
tal constraints limit direct cross section
measurements to a few TeV. The higher
energy cross section were calculated using
measurements by air shower experiments,
see [37, 38] for examples

Figure 2.6: A comparison between
Sibyll2.3cpp and PDG data [36, 37, 38].
The agreement is high, as expected, since
experimental data is used to benchmark
interaction models.

measurements by ECMWF [27]. The effect this can have is discussed in
greater detail in section 3.2 and shown in figure 3.4.

Particle Interactions

The final component required to model particle cascades is an interaction
model. These models usually describe hadronic interactions from a few
GeV to EeV energies. The main components, relevant to most experi-
ments are the interactions of protons, neutrons, pions and kaons. Pions
(and kaons) being pseudo-Goldstone bosons, acting as mediators of the
strong force, are the main interaction channel in particle cascades. While
experimental data from experiments such as the LHC can be used to
benchmark energies below a few TeV, no such comparison exists in the
high energy regimes. Additionally, the cross sections change depending
on the target material, with very little experimental data existing for
air targets at high energies. For this reason discrepancies can and do
appear between the interaction models. The methods used to construct
the models differ from model to model, see Sibyll2.3c [28], EPOS-LHC
[29], QGSJET-II [30] and DPMJET-III [31]. Here we will discuss how one
can extrapolate to different targets, such as air, from experimental proton
proton data. For further details see [32, 33, 34, 35]. As a starting point
one can use different experimental data sets for the interactions between
protons and particles [36]. An example of experimental data is shown in
figure 2.5. Here we already include measurements and constraints from
air shower experiments, as discussed in [32].

Comparing the experimental proton data to Sibyll2.3cpp, the proton
target interaction model of Sibyll2.3c, results in figure 2.6. The agreement
is high, as expected.

To convert a proton target cross section to ones of arbitrary material
one can employ the Glauber formalism. [33, 34]. There the nucleus is
treated as a closed many-particle system. Treating each interaction as a
two-particle one, the overall phase shift 𝜒𝐴 is the sum of all two-particle
ones

𝜒𝐴(𝑏, 𝑑) =
𝐴∑
𝑗=1

𝜒𝑗(𝑏 − 𝑑 𝑗). (2.8)
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Figure 2.7: A comparison between
Sibyll2.3cpp, its scaled version, using the
Glaubner formalism and Sibyll2.3c.

Figure 2.8: A comparison between
Sibyll2.3c [28], EPOS-LHC [29], QGSJET-
II [30] and DPMJET-III [31]. We have in-
cluded a scaled version of Sibyll2.3cpp
using the Glaubner formalism.

Here 𝐴 denotes the nucleus, the sum runs over its constituents, 𝑏 is the
impact parameter and 𝑑 𝑗 denotes the nucleons position in the nucleus.
The scattering amplitude 𝑆 is then given by

𝑆(𝑡) = 1
2𝜋

∫
𝑒 𝑖𝑡𝑏d2𝑏

∫
|𝜓(𝑑)|2

(
1 − 𝑒 𝑖𝜒𝐴

) 𝐴∏
𝑗=1

d2𝑑 𝑗 . (2.9)

Since scattering can be treated as a single collision process with a single
phase shift 𝜒opt

𝑆(𝑡) = 𝑖

2𝜋

∫
𝑒 𝑖𝑡𝑏

(
1 − 𝑒 𝑖𝜒opt

)
d2𝑏, (2.10)

the two above equations can be combined. Assuming there are a large
number of scattering centers the single phase shift becomes

𝜒opt(𝑏) = 𝑖

∫
d2𝑑𝜌𝐴(𝑑)

(
1 − 𝑒 𝑖𝜒(𝑏−𝑑)

)
. (2.11)

Here 𝜌𝐴 is the distribution of scattering centers. Plugging this into the
definition of the cross sections

𝜎tot = 2
∫ [

1 − Re
(
𝑒 𝑖𝜒(𝑏)

)]
d2𝑏, (2.12)

𝜎inel =

∫
1 −

(
𝑒 𝑖𝜒(𝑏)

)2
d2𝑏, (2.13)

the inelastic cross section becomes

𝜎inel
𝑝𝐴 =

∫
d2𝑏

[
1 −

(
1 − 𝜎tot

𝑝𝑝

𝜌𝐴
𝐴

)𝐴]
. (2.14)

The nucleon distribution 𝜌𝐴 can be written as [39]

𝜌𝐴 =
𝜌0

1 + 𝑒(𝑟−𝑐)/𝑎
, (2.15)

where 𝑐 = 𝑅𝐴 − (𝜋𝑎)2/(3𝑅𝐴), 𝑅𝐴 = 1.145𝐴1/3 fm and 𝑎 = 0.545 fm.
Applying this scaling to the proton-proton cross section from Sibyll2.3c,
we obtain the proton-air version, shown in figure 2.7.

The scaled version agrees well with the more precise calculations used
in Sibyll2.3c. This methodology can be used to extrapolate data from
experiments to be used for modeling particle cascades in a broad range
of materials. This in turn can also be used in the inverse, to obtain
proton-proton cross sections from air shower experiments [37, 38, 32]. In
figure 2.8, we show a comparison between the proton-air cross section
between four interaction models. The differences these make in particle
air showers is discussed in section 2.2.

Later on a search for antiprotons in the cosmic ray flux is performed, see
Chapter 7. For this reason we will briefly explain the main differences
between 𝑝 − 𝑝 and �̄� − 𝑝 collisions (or the lack thereof) in air shower
physics.
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Antiproton-Proton collisions

A cartoon of the collision between �̄� and 𝑝 is shown in figure 2.9. The
only relevant difference between the two hadrons for our discussion is
the inversion of their main constituents, the valence quarks. This makes
the annihilation process happen more efficiently in �̄� − 𝑝 collisions, than
in 𝑝 − 𝑝 ones. As an example, the Drell-Yan process for the production of
di-leptons, can now happen using the primary constituents, instead of
the sea quarks

�̄�𝑞 → 𝑍/𝛾∗ → 𝑙𝑙. (2.16)

Specifically, in the case of IceCube, this would mean a higher flux of
highly energetic 𝜇 and 𝜈, which could be used to differentiate between a
primary 𝑝 and �̄�. [40].

Figure 2.9: Cartoon of a �̄�−𝑝 collision. The
only relevant difference between the two
hadrons, is the inversion of their valence
quarks.

This only holds true for low 𝑠, while at higher center of mass energies
the differences between the cross sections vanish. In Regge theory, we
can write the hadronic amplitude, A, as [41, 40]

A(𝑠, 𝑡) = 𝐶𝑠𝛼(𝑀
2=𝑡) ± (𝑠 → −𝑠). (2.17)

Here 𝑀 is the mass of the bound states and 𝛼 is the meson’s trajectory.
The last term is a signature factor. The amplitude is then the sum over all
bound states. From observations we know that meson trajectories behave
linearly

𝛼(𝑀2) = 𝛼0 + 𝛼′𝑀2 , (2.18)

with 𝛼0 and 𝛼′ being the intercept and slope respectively. Using the
optical theorem, we can relate the total cross section to the amplitude

ImA(𝑠, 𝑡 = 𝑀2 = 0). (2.19)

The most relevant trajectories have approximately 𝛼0 ≈ −0.5, leading to
the cross section dropping as 1/

√
𝑠. From experimental measurements

we know the cross sections start rising again, leading to the introduction
of a new component, the pomeron. For the purposes of this illustration,
we assume two Regge trajectories and an additional pomeron component
[41, 42]

𝜎(𝑠) = ImA(𝑠, 0) = ±(−28.2 mb)𝑠−0.51+(56.2 mb)𝑠−0.324+(18.2 mb)𝑠0.095.

(2.20)
For low energies the first two terms will dominate the cross section, while
for higher energies the last term (pomeron) will be the most relevant part.
The sign of the first term changes, depending on whether the particle
of interest is a proton (+) or an antiproton (−). A comparison of this
model and the experimental measurements collected by PDG [36] is
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Figure 2.10: The proton PDFs at 10 GeV
and 10 TeV

(a) The parton distribution functions at
10 GeV according to CT10 [43] using
LHAPDF [44]. The peak in the 𝑢 and
𝑑 distributions are due to them being the
valance quarks of the proton.

(b) The parton distribution functions
at 10 TeV according to CT10 [43] using
LHAPDF [44]. Proportionally the valence
quarks make up less of the distribution
space. This means interactions with glu-
ons and sea quarks are more likely when
compared to the plot on the left.

Figure 2.11: A collection of total cross sec-
tions from different experiments for pro-
tons and antiprotons using proton targets
targets from [36]. Included is a fit using
Regge and Pomeron theory.

Figure 2.12: The neutrino energy spectra
in 𝑝𝑝 and 𝑝�̄� collisions, when only simu-
lating weak interactions. The shaded re-
gions denote the 1𝜎 error regions. At low
energies, there is a very slight difference
between the two collision types. At higher
energies any difference vanishes.

shown in figure 2.11. Physically pomeron exchange may correspond to
the exchange of glueballs. Generalizing this, leads to the Pomeranchuk’s
theorem that the ratio of this cross section goes to one

𝜎𝑝𝑝
𝜎�̄�𝑝

→ 1, 𝑠 → ∞. (2.21)

It is also generally accepted that this also holds for the inclusive cross
sections and multiplicities. This can be understood by comparing the
parton distribution functions (pdfs). In our current understanding the
pdfs for the gluons and quarks in the quark sea are the same for particle
and antiparticle, with only the valence quarks differing. In figure 2.10
we show the proton’s pdf at 10 GeV (left) and 10 TeV (right). The pdfs
are plotted using 𝑥, which is the energy fraction the parton carries. With
increasing energy the relevance of the gluons and quark sea increases. At
very high energies, only for very high 𝑥 are the valence quarks relevant,
making the difference between protons and antiprotons negligible. To
make sure, that there is no difference in the produced spectra of neutrinos
between 𝑝 − 𝑝 and �̄� − 𝑝 collisions we ran a PYTHIA 8.3 [45] of 100000
collisions of the two types.

In figure 2.12 we show the resulting neutrino spectra from 𝑝𝑝 and 𝑝�̄�

collisions at 1 TeV and 10 PeV. There is a very slight difference between the
two at low energies, which vanishes for higher energies. This difference,
at low energies, is enhanced when looking at the production of 𝜈𝜏 which
could be exploited by low energy experiments.

In figure 2.13 we show the resulting spectra when simulating all inter-
actions. There is no relevant difference between the two collision types.
This means neutrinos do not offer a channel for differentiating between
the two species. For this reason it is difficult to use IceCube to measure
the antiproton flux or differentiate between proton and antiproton air
showers.

With all the necessary components required to model atmospheric particle
showers, we will now proceed to introduce cascade equations and the
numerical tools required to solve them.
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Figure 2.13: The neutrino energy spectra
in 𝑝𝑝 and 𝑝�̄� collisions, when simulating
all interactions. The shaded regions denote
the 1𝜎 error regions. There is no difference
between the two collision types.

2.2 Cascade Equations

There are multiple approaches to simulating particle cascades in materials
or the atmosphere. For example, CORSIKA [46] and EGS5 [47] employ
Monte Carlo methods, simulating particle interactions on an event by
event basis. Here we focus on and employ cascade equations [21, 48, 49],
similar to CONEX [50] and MCEq [51].
Assuming a particle flux, 𝜙, which is defined to be

𝜙 =
d𝑁

d𝐴dΩd𝑡
[
cm−2sr−1s−1] , (2.22)

where it is usual to use the differential flux

Φ =
d𝜙
d𝐸

, (2.23)

we wish to propagate it through a target material. To this end we solve
the transport equation in one dimension, dubbed cascade equations for
a particle ℎ

dΦℎ(𝐸, 𝑋)
d𝑋

= −Φℎ(𝐸, 𝑋)
𝜆𝑖𝑛𝑡,ℎ(𝐸)

− Φℎ(𝐸, 𝑋)
𝜆𝑑𝑒𝑐,ℎ(𝐸, 𝑋) −

𝜕

𝜕𝐸
(𝜇(𝐸)Φℎ(𝐸, 𝑋)) +

+
∑
𝑙

∞∫
𝐸

d𝐸𝑙
d𝑁𝑙(𝐸𝑙 )→ℎ(𝐸)

d𝐸
Φ𝑙(𝐸𝑙 , 𝑋)
𝜆𝑖𝑛𝑡,𝑙(𝐸𝑙)

+
∑
𝑙

∞∫
𝐸

d𝐸𝑙
d𝑁𝑑𝑒𝑐

𝑙(𝐸𝑙 )→ℎ(𝐸)
d𝐸

Φ𝑙(𝐸𝑙 , 𝑋)
𝜆𝑑𝑒𝑐,𝑙(𝐸𝑙 , 𝑋)

.

(2.24)

where Φ is the particle flux, 𝑋 is the slant-depth, 𝐸 the energy, 𝑁 the
particle number and the 𝜆 are interaction or decay lengths. The slant-
depth is defined as

𝑋(ℎ0) =
ℎ0∫

0

𝜌(ℎ)dℎ. (2.25)

This choice of "distance parameter" is made to factor out the density
dependence of the equation. The slant depth as a parameter gives an
estimate of the amount of material passed by the particle flux, a more
relevant value than the actual distance. The terms of equation 2.24
represent the following:

▶ −Φℎ (𝐸,𝑋)
𝜆𝑖𝑛𝑡,ℎ (𝐸) represents the absorption of the particles due to the

interaction with nuclei in the material.
▶ − Φℎ (𝐸,𝑋)

𝜆𝑑𝑒𝑐,ℎ (𝐸,𝑋) represent the decay of the particles.
▶ − 𝜕

𝜕𝐸 (𝜇(𝐸)Φℎ(𝐸, 𝑋)) represents continuous losses due to radiation,
ionization etc. The energies scales appearing in this term are of
the order MeV and at the energies of interest (> 50GeV) are at
most sub-leading. For low energies and high inclinations this term
cannot be neglected. Additionally, the shower shape and maximum
is sensitive to ionzation losses due to low energy particles and
interactions dominating its shape.

▶ The final two source terms represent the production of particles
due to interaction and decay, respectively. The lower limit of the
integrals is due to energy conservation.
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The energy distributions in the source terms d𝑁/d𝐸 can be calculated
with

d𝑁𝑗(𝐸𝑗 )→𝑖(𝐸)

d𝐸
=

1
𝜎𝑗(𝐸 𝑗)

d𝜎𝑗→𝑖(𝐸, 𝐸𝑗)
d𝐸

. (2.26)

In the above equation 𝜎𝑗(𝐸 𝑗) is the inclusive cross-section for the interac-
tions with the background material of a particle of type j with energy 𝐸 𝑗 .
To calculate the interaction length one needs to use the cross section for
absorptive processes [21]

𝜎𝑎𝑏𝑠 =
1
Φ𝑎

d𝑁𝑎𝑏𝑠

d𝑡
. (2.27)

Here Φ𝑎 is the flux of incoming particles 𝑎 and d𝑁𝑎𝑏𝑠/d𝑡 is the rate of
the absorption processes. The above equation is only valid for a single
target particle, 𝑏. In this case one needs to know how many particles the
incoming flux meets, which is calculated using

d𝑁𝑏 =
𝜌𝑏
𝑚𝑏

d𝐴d𝑙 , (2.28)

where 𝜌𝑏 is the mass density of the target material and 𝑚𝑏 the particle
mass. In the relativistic case d𝑙 = 𝛽𝑐d𝑡. Multiplying the above equations
and plugging in the relativistic contraction results in

d𝑁𝑎𝑏𝑠

d𝑡
= 𝜎𝑎𝑏𝑠

𝜌𝑏
𝑚𝑏

Φ𝑎d𝐴d𝑙. (2.29)

Hence the flux is

dΦ𝑎

d𝑙
= − d

d𝑙

(
d2𝑁𝑎𝑏𝑠

d𝐴d𝑡

)
= −𝜎𝑎𝑏𝑠

𝜌𝑏
𝑚𝑏

Φ𝑎 . (2.30)

Using the differential slant depth 𝑋 from equation 2.25

d𝑋 = 𝜌𝑏d𝑙 , (2.31)

we obtain the loss term due to interactions from equation 2.24

dΦ𝑎

d𝑋
= −𝜎𝑎𝑏𝑠

𝑚𝑏
Φ𝑎 = − 1

𝜆𝑎𝑏𝑠
Φ𝑎 . (2.32)

Here 𝜆𝑎𝑏𝑠 = 𝑚𝑏/𝜎𝑎𝑏𝑠 is the interaction length. Note that 𝑚𝑏 = 𝐴/𝑁𝐴,
where A is the atomic mass and 𝑁𝐴 is Avogadro’s constant. Should
one model electromagnetic cascades, as we will in this thesis, the terms
including 𝑑𝑑𝑒𝑐 in equation 2.24 can be dropped.

Example Application

To understand the cascade equation approach, we give an example
calculation for the muon and neutrino production in the atmosphere
and the sun. This illustrates the necessary components and how this
approach can be used to quickly estimate particle fluxes. We assume
the initial flux is primarily composed of protons and follows a single
power-law distribution of the form

𝜙𝑝(𝐸, 𝑋) = 𝜙0𝐸
−𝛾 . (2.33)
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𝜙0 is a constant flux normalization and 𝛾 describes the spectrum’s energy
dependence. Applying the cascade equation approach, the proton flux
change after passing through a thin target with thickness d𝑋 is written
as

d𝜙𝑝
d𝑋

= −
𝜙𝑝(𝐸, 𝑋)
𝜆int,p(𝐸)

+
∞∫

𝐸

d𝐸𝑝
d𝑁 int

𝑝(𝐸𝑝 )→𝑝(𝐸)

d𝐸
𝜙𝑝(𝐸𝑝 , 𝑋)
𝜆int,p(𝐸𝑝)

. (2.34)

Here 𝜆int,p describes the proton’s interaction length and
d𝑁 int

𝑝(𝐸𝑝 )→𝑝(𝐸)
d𝐸 the

rate of proton production by higher energetic protons. For simplification
we assume protons are exclusively produced in interactions between
protons and the material’s nuclei. Assuming Feynman scaling, equation
2.34 and the primary flux from equation 2.33 can be simplified

d𝜙𝑝
d𝑋

=
𝜙0

𝜆int,p(𝐸)

−𝐸−𝛾 +
∞∫

𝐸

d𝐸𝑝
d𝑁 int

𝑝(𝐸𝑝 )→𝑝(𝐸)

d𝐸
𝐸−𝛾


= −

𝜙0

𝜆int,p(𝐸)
𝐸−𝛾

1 −
1∫

0

d𝑥Lab
d𝑁 int

𝑝→𝑝

d𝑋Lab
𝑥
𝛾−1
Lab


= −

𝜙0

𝜆int,p(𝐸)
𝐸−𝛾 [

1 − 𝑍𝑝𝑝
]
.

(2.35)

Here 𝑍𝑝𝑝 is called the spectrum-weighted moment [21]. These kernels
describe the inclusive production of particles. The above equation is a
linear first order differential equation and together with the power law
ansatz from equation 2.33 the solution is

𝜙𝑝(𝐸, 𝑋) = 𝜙0 exp
(
− 𝑋

𝜆int,p
(1 − 𝑍𝑝𝑝)

)
𝐸−𝛾 = 𝜙0 exp

(
− 𝑋

Λ𝑝

)
𝐸−𝛾 ,

(2.36)
if the energy scaling of the interaction length is neglected. For most cases
this is a valid approximation, due to the low scaling of the interaction
length with energy. We can infer from this result that the flux of nucleons
follows the primary’s spectral shape, due to the only difference being
new or additional kernel terms 𝑍𝑖 𝑗 . For simplification we denote 𝜆int,p

1−𝑍𝑖𝑖 as
Λ𝑖 .
While mesons, such as pions, can be treated similarly as nucleons,
some additional terms need to be accounted for in their propagation.
First, mesons can be produced in interactions involving nucleons and
mesons with the medium. Secondly, mesons can decay, producing other
secondaries. The cascade equation with the addition of these two terms
becomes

d𝜙𝜋

d𝑋
= −𝜙𝜋(𝐸, 𝑋)

[
1
Λ𝜋

+ 𝜖𝜋
𝐸𝑋 cos(𝜃)

]
+

𝜙𝑝(𝐸, 𝑋)
𝜆int,p

𝑍𝑝𝜋. (2.37)

Here we approximated the decay length of the pion, 𝜆dec,𝜋(𝐸, 𝑋) as
𝐸𝑋 cos(𝜃)

𝜖𝜋
with 𝜖𝜋 being the characteristic decay constant and 𝜃 the zenith

angle of the incoming primary flux [52]. To solve this equation we
differentiate between two extreme cases. One where the pion decay is
irrelevant and one where it is dominant. In the interaction dominated
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case the solution of the ODE is

𝜙𝜋(𝐸, 𝑋) = 𝜙0
𝑍𝑝𝜋

1 − 𝑍𝑝𝑝
Λ𝜋

Λ𝑝 −Λ𝜋

[
exp

(
− 𝑋

Λ𝜋

)
− exp

(
− 𝑋

Λ𝑝

)]
𝐸−𝛾 .

(2.38)
Once again the flux follows the same spectral shape as the injected one.
Contrary to this, in the decay dominated case the solution is

𝜙𝜋(𝐸, 𝑋) =
𝜙0 cos(𝜃)

𝜖𝜋

𝑍𝑝𝜋

𝜆int,p
exp

(
− 𝑋

Λ𝑝

)
𝑋𝐸−𝛾+1. (2.39)

Thus when decays dominate, the energy dependence is one power of
energy harder. The production of muons from mesons (kaons would be
treated in a similar fashion) is then described by the following equation

d𝜙𝜇

d𝑋
= −

𝜙𝜇

𝜆int,𝜇
−

𝜙𝜇

𝜆dec,𝜇
+

∞∫
𝐸

d𝐸𝜋
d𝑁dec

𝜋→𝜇

d𝐸
𝜙𝜋

𝜆dec,𝜋
. (2.40)

Pions predominantly decay into a muon and muon neutrino pair [52],
with most of the energy transferred to the muon. This can be approxi-
mated by setting

d𝑁dec
𝜋→𝜇

d𝐸
≈ 𝛿(𝑎𝜇𝐸𝜋 − 𝐸), (2.41)

with 𝑎𝜇 describing the transferred energy fraction. Depending on the
medium of interest a combination of the first two terms in equation
2.40 can be neglected. Here we discuss two examples, namely in Earth’s
atmosphere and in the Sun’s. In both cases the density of the background
material is low enough, that the interaction term can be neglected. A
high energy muon can on average travel further than 50 km before it
decays, hence the decay term can be neglected for most detectors in the
Earth’s atmosphere. Thus equation 2.40 becomes

d𝜙𝜇

d𝑋
=

𝜙𝜋(𝐸/𝑎𝜇 , 𝑋)𝜖𝜋
𝑋 cos(𝜃)𝐸/𝑎𝜇

, (2.42)

for muons in Earth’s atmosphere. Plugging in the two cases of interaction
or decay dominated pion production the muon spectra follow the power
laws of

𝜙int,Earth
𝜇 (𝐸, 𝑋) ∝ 𝐸−(𝛾+1) (2.43)

and
𝜙

decay,Earth
𝜇 (𝐸, 𝑋) ∝ 𝐸−𝛾 (2.44)

respectively. The change in exponent is due to the efficiency of energy
transfer, when one compares interactions and decays with interactions
being the less efficient channel.
In the case of the solar atmosphere, the muon decay can not be neglected,
since we expect all muons to decay before reaching the Earth. Solving
the ODE, the resulting energy spectra for muons in the interactions and
decay cases are

𝜙int,Sun
𝜇 (𝐸, 𝑋) ∝ 𝐸−𝛾 (2.45)

and
𝜙

decay,Sun
𝜇 (𝐸, 𝑋) ∝ 𝐸−𝛾+1 (2.46)
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Figure 2.14: Example of the calculated
neutrino fluxes from the solar atmosphere
(light blue) and earth’s (dark blue). Here
the method described in this section was
used to estimate the particle fluxes. Due
to undefined normalization factors, the
flux has arbitrary units. The primary par-
ticle model used here is H4a [19]. One can
clearly see the difference in energy depen-
dence between the two. This difference can
for example be utilized by neutrino tele-
scopes to measure the solar atmospheric
neutrino flux.

respectively. The neutrino spectra, since they are produced by the decay
of pions and muons, will then approximately follow their parents energy
spectra. The previous calculations show that with relatively simple
assumptions, we can already estimate the energy dependence of particle
fluxes using cascade equations. The method does not reproduce the
stochastic nature of single interactions, nor low energy effects making it
unusable for single shower simulations and low energy calculations. For
average flux calculations and high energies though, such as is the case
for neutrino detectors, this methodology provides a fast and efficient
flux model. The other approach is using Monte Carlo methods, such
as in the tool WimpSim [53], which can prove to be computationally
expensive. Figure 2.14 shows the results when using the previously
described method for the Sun’s and Earth’s atmospheric neutrino fluxes.
These are similar to those calculated by the WimpSim authors.

This fast approach proves extremely useful for theoretical modelling
and estimation. From the few lines of calculations shown here, we
have calculated the fluxes in figure 2.14, motivating a search for a solar
atmospheric neutrino flux which was done in [54]. This example shows
the power of this methodology to estimate backgrounds and signals in
neutrino, gamma ray and cosmic ray experiments. In Chapter (6) we will
show what is possible using this approach, when using a full numerical
framework.

Matrix Form

To make the solving of the cascade equations less computationally
expensive, we discretize the energy grid logarithmically

𝐸𝑖 = 𝐸0 · 10𝑑𝑖 . (2.47)

This descretization requires an appropriate discretizaion of the individual
terms in the cascade equation, while upholding momentum and energy
conservation. To this end we introduce some additional definitions

▶ State vector: ®Φ =

(
®Φ𝑝 ®Φ𝑛 ®Φ𝜋+

...
)𝑇
. This state vector includes the

state of each particle species used in the calculation.

▶ Each state: ®Φ𝑝 =

(
Φ
𝑝

𝐸0
Φ
𝑝

𝐸1
... Φ

𝑝

𝐸𝑁

)𝑇
. These are the discretized

fluxes of the particles of interest at the energies given by the
logarithmic energy grid.

▶ Interaction coefficient: 𝑐𝑙(𝐸𝑙 )→ℎ(𝐸ℎ ) = Δ𝐸𝑙
d𝑁𝑙→ℎ (𝐸𝑙 )

d𝐸ℎ (𝐸ℎ). These coef-
ficients are defined using the average production rate given the
parent’s energy bin 𝐸𝑙 and the child’s 𝐸ℎ . Δ𝐸𝑙 is the parent’s bin
width.

▶ Decay coefficient: 𝑑𝑙(𝐸𝑙 )→ℎ(𝐸ℎ ) = Δ𝐸𝑙
d𝑁𝑑𝑒𝑐

𝑙→ℎ
(𝐸𝑙 )

d𝐸ℎ (𝐸ℎ). These coeffi-
cients are defined using the average production rate given the
parent’s energy bin 𝐸𝑙 and the child’s 𝐸ℎ . Δ𝐸𝑙 is the parent’s bin
width.
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Using these definitions and neglecting the energy loss term we can
rewrite the cascade equation 2.24 to

dΦℎ
𝐸𝑖

d𝑋
= −

Φℎ
𝐸𝑖

𝜆ℎ
𝑖𝑛𝑡,𝐸𝑖

+
𝐸𝑁∑

𝐸𝑘≥𝐸𝑖

∑
𝑙

𝑐𝑙(𝐸𝑙 )→ℎ(𝐸ℎ )

𝜆𝑙
𝑖𝑛𝑡,𝐸𝑘

®
Φ𝑙
𝐸𝑘

−
Φℎ
𝐸𝑖

𝜆ℎ
𝑑𝑒𝑐,𝐸𝑖

(𝑋)
+

𝐸𝑁∑
𝐸𝑘≥𝐸𝑖

∑
𝑙

𝑑𝑙(𝐸𝑙 )→ℎ(𝐸ℎ )

𝜆𝑙
𝑑𝑒𝑐,𝐸𝑘

®
Φ𝑙
𝐸𝑘
,

(2.48)

where the summations run over the energy bins and particle species. As
a next step we wish to remove the summation by rewriting the above
equation into a matrix form. To this end, we arrange the interaction
lengths 𝜆𝑖𝑛𝑡 into a diagonal matrix

Λ𝑖𝑛𝑡 = diag

(
1

𝜆
𝑝

𝑖𝑛𝑡,𝐸0

...
1

𝜆
𝑝

𝑖𝑛𝑡,𝐸𝑁

,
1

𝜆𝑛
𝑖𝑛𝑡,𝐸0

...
1

𝜆𝑛
𝑖𝑛𝑡,𝐸𝑁

,
1

𝜆𝜋+
𝑖𝑛𝑡,𝐸0

...
1

𝜆𝜋+
𝑖𝑛𝑡,𝐸𝑁

, ...

)
(2.49)

We can rewrite the decay lengths in the same way by factoring out the
density 𝜆𝑑𝑒𝑐 = 𝜌(𝑋)�̃�𝑑𝑒𝑐

Λ𝑑𝑒𝑐 = diag

(
1

�̃�
𝑝

𝑑𝑒𝑐,𝐸0

...
1

�̃�
𝑝

𝑑𝑒𝑐,𝐸𝑁

,
1

�̃�𝑛
𝑑𝑒𝑐,𝐸0

...
1

�̃�𝑛
𝑑𝑒𝑐,𝐸𝑁

,
1

�̃�𝜋+
𝑑𝑒𝑐,𝐸0

...
1

�̃�𝜋+
𝑑𝑒𝑐,𝐸0

, ...

)
(2.50)

As a final step we rearrange the interaction and decay coefficients into
interaction and decay matrices

®𝐶𝑙→ℎ =

©«
𝑐𝑙(𝐸0)→ℎ(𝐸0) ... ... 𝑐𝑙(𝐸0)→ℎ(𝐸𝑁 )

0 𝑐𝑙(𝐸1)→ℎ(𝐸1) ... 𝑐𝑙(𝐸1)→ℎ(𝐸𝑁 )
0 ... ... ...

0 ... 0 𝑐𝑙(𝐸𝑁 )→ℎ(𝐸𝑁 )

ª®®®¬ , (2.51)

and

®𝐷𝑙→ℎ =

©«
𝑑𝑙(𝐸0)→ℎ(𝐸0) ... ... 𝑑𝑙(𝐸0)→ℎ(𝐸𝑁 )

0 𝑑𝑙(𝐸1)→ℎ(𝐸1) ... 𝑑𝑙(𝐸1)→ℎ(𝐸𝑁 )
0 ... ... ...

0 ... 0 𝑑𝑙(𝐸𝑁 )→ℎ(𝐸𝑁 )

ª®®®¬ . (2.52)

Note that the matrices are diagonal due to energy conservation, 𝐸𝑙 ≥ 𝐸ℎ .
The total coupling matrix for the 𝑐 couplings ®𝐶 (and similarly for ®𝐷) is
then

®𝐶 =

©«
®𝐶𝑝→𝑝

®𝐶𝑛→𝑝
®𝐶𝜋+→𝑝 ...

®𝐶𝑝→𝑛
®𝐶𝑛→𝑛

®𝐶𝑝→𝜋+ ...
®𝐶𝜋+→𝑝

®𝐶𝜋+→𝑛
®𝐶𝜋+→𝜋+ ...

... ... ... ...

ª®®®®¬
. (2.53)

Together the resulting cascade equation is

d
d𝑋

®Φ =

[
(−®1 + ®𝐶) ®Λ𝑖𝑛𝑡 +

1
𝜌(𝑋) (−

®1 + ®𝐷) ®Λ𝑑𝑒𝑐

]
®Φ. (2.54)

This form lends itself to fast and efficient ODE solving, since now the
coupled differential equation can be treated as a matrix multiplication.
This lends itself, assuming the necessary stability of the system, to
using simple explicit Euler methods when solving the equation. The
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Figure 2.15: Here we show the interaction
lengths of the main drivers of hadronic cas-
cades, the pion and kaon. Their interaction
lengths define the stability of the equation
system and the step sizes allowed for pre-
cise solving of the cascade equations.

stability of the equations are defined by the interaction lengths of the
particles. In figure 2.15 we show the interaction lengths of the two
most relevant particles in hadronic particle showers, the pion and kaon.
Since the interaction and decay lengths give a measure of how far these
particles travel on average before interacting or decaying, these values
approximately correspond to the allowed step size when solving the
differential equation. Note that at high energies the interaction lengths
are far lower than the decay lengths. For this reason, for the purpose of
modeling hadronic cascades, pions and kaons are quasi stable particles
and fluxes from these particles are dubbed conventional. Particle fluxes
produced by heavier mesons, with charm components or heavier, are
dubbed prompt component.

Method of Moments

To uphold particle number and energy conservation after discretizing
the differential equation we employ the Method of Moments [55]. This
entails calculating the appropriate particle flux when injecting single
particles or calculating the correct averages for the production rates. Here
we give a brief overview of the Method of Moments.
Let 𝑋 be a random variable. The expectation value of functions, 𝑔, of X
can be calculated, using the pdfs 𝑓𝑌(𝑦) of 𝑌 with 𝑌 = 𝑔(𝑋)

𝐸𝑔(𝑋) = 𝐸𝑌 =

∞∫
−∞

𝑦 𝑓𝑌(𝑦)d𝑦. (2.55)

The n-th central moment 𝜇𝑛 , of 𝑋 (or 𝐹𝑋(𝑥)) is

𝜇𝑛 = 𝐸(𝑋 − 𝜇)𝑛 , (2.56)

where 𝜇 = 𝐸𝑋. Note that the second central moment of 𝑋 is its variance
Var𝑋 = 𝐸(𝑋 − 𝐸𝑋)2. In EmCa the second moment method is used, to
uphold particle numbers and energy conservation. Here we show how
this applies to injecting discrete particles into the cascade equation. First
the moments per particle in the three bins around the initial particles’
energies are calculated. This is used to construct a matrix 𝐸𝑚𝑜𝑚

𝐸𝑚𝑜𝑚 =
©«

Δ𝐸𝑖−1 Δ𝐸𝑖 Δ𝐸𝑖+1
𝐸𝑖−1Δ𝐸𝑖−1 𝐸𝑖Δ𝐸𝑖 𝐸𝑖+1Δ𝐸𝑖+1
𝐸2
𝑖−1Δ𝐸𝑖−1 𝐸2

𝑖
Δ𝐸𝑖 𝐸2

𝑖+1Δ𝐸𝑖+1

ª®¬ , (2.57)

where Δ𝐸𝑖 denotes the bin width and 𝑖 is the bin number in which
the single particle’s energy would lie. Next, the moments of the initial
particles are calculated and denoted as 𝑏

𝑏 =
©«

𝑁

𝑁𝐸𝑝𝑟𝑖𝑚
𝑁𝐸2

𝑝𝑟𝑖𝑚

ª®¬ , (2.58)

where 𝑁 is the primary particle number and 𝐸𝑝𝑟𝑖𝑚 their energy. As a
final step to calculate the initial equivalent flux, 𝜙0, the equation

𝜙0 = 𝐸𝑎𝑣𝑔𝑏, (2.59)
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is solved.

For hadronic cascades all of these components are dealt with in the
python package MCEq [51]. In figure 2.16 we show an example simula-
tion result using this package for the surface above the IceCube detector.
For historical reasons we have split the components into conventional
(from pions and kaons) and prompt (heavier mesons) components. Note

Figure 2.16: The muon and neutrino par-
ticle fluxes above the IceCube detector,
simulated using MCEq [51]. We split the
components into the historical prompt and
conventional components. The latter of
which is produced by pions and kaons
and the other by heavier mesons.

that the spectrum of the prompt component is harder than that of the
conventional one. This is a result we have already seen in the analytical
example in section 2.2. There and here, the decay components have
harder spectra than those from particle interactions. For this reasons,
particle with charm components, which decay instantly for the purposes
of cascade modeling, are treated separately from pions and kaons, which
are quasi stable. Figure 2.16 shows the typical result used for background
and signal calculations by IceCube and other muon and or neutrino
detectors. In the next chapter we will discuss how such calculations can
be used in an experimental analysis using BOREXINO data. Afterwards
we will show new improvements to the current modeling scheme by
introducing a new model for the electromagnetic particle cascades, im-
proving the precision of flux calculations. Afterwards we will discuss
two new types of searches made possible by precise cascade modeling.



Figure 3.1: The seasonal flux change of
muons when compared to the US Stan-
dard atmosphere [25] using the model
employed by CORSIKA [46] and the
NRLMSISE-00 [26, 63] model for differ-
ent months.
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3.1 Introduction

The modulation of neutrino and muon fluxes have been studied by
IceCube [56, 57], MACRO [58], LVD [59] and other experiments. In this
Chapter we describe a new analysis performed on ten years of Borexino
data [60] with a primary focus on how the theoretical calculations
described in the previous chapter were used.
We expect a modulation of the atmospheric muon flux due to temperature
changes in the course of a year, causing density shifts in the atmosphere.
This directly effects the slant depth variable,𝑋 in equation 2.24, increasing
or decreasing the maximum value depending on the density change.
Using MCEq [51], which employs cascade equations, we can calculate the
expected muon flux changes above the IceCube detector, shown in figure
3.1. There we see changes of up to 20% between the different months.
The atmosphere above IceCube is more volatile than above Gran Sasso,
having larger changes in the temperature. For this reason we expect
smaller seasonal variations at the BOREXINO detector.

3.2 Parametrization

These shifts in particle flux are typically parametrized using an effective
temperature 𝑇eff. Following [61, 21, 62] the muon flux for energies above
100 GeV can be parametrized as

𝜙𝜇(𝐸𝜇 , 𝜃) = 𝜙𝑁 (𝐸𝜇)
(

𝐴𝜋

1 + 𝐵𝜋 cos𝜃𝐸𝜇/𝜖𝜋
+ 𝐴𝐾

1 + 𝐵𝐾 cos𝜃𝐸𝜇/𝜖𝐾

)
. (3.1)

Here 𝜙𝑁 is the primary flux of nucleons. The first term corresponds to
the production by pions and the second one by kaons. Other sources,
such as heavier mesons are neglected. 𝐴 and 𝐵 are constants defined
by the branching ratio, while 𝜖𝜋,𝐾 are the characteristic critical energies
discussed in section 2.2. Reflecting the results from the cascade equations,
when 𝐸𝜋,𝐾 < 𝜖𝜋,𝐾/cos𝜃 the meson decay is the dominant process and
muons are produced with the same spectral index as the cosmic rays.
At higher energies interactions dominate and the resulting spectrum is
one power steeper. These critical energies depend on the density of the
medium, thus the temperature. A correlation coefficient, 𝛼 between the
temperature, energy and muon flux is then defined as

𝛼𝜇(𝐸𝜇 , 𝜃) =
𝑇

𝜙𝜇(𝐸𝜇 , 𝜃)
𝜕𝜙𝜇(𝐸𝜇 , 𝜃)

𝜕𝑇
. (3.2)
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Figure 3.2: The muon production spec-
trum above BOREXINO using MCEq and
NRLMSISE-00. These are the functions
used in the calculation of 𝑇eff in equation
3.4

Figure 3.3: The atmospheric muon flux
above BOREXINO modeled using MCEq
[51] and the ECMWF dataset [27]. There
is barely a noticeable difference between
the months.

This coefficient is then used to correlate the effective temperature 𝑇eff
with the muon rate, 𝑅𝜇, change

Δ𝑅𝜇

⟨𝑅𝜇⟩
= 𝛼𝑇

Δ𝑇eff

⟨𝑇eff⟩
. (3.3)

Note that for true detector rates the effective area needs to be folded into
the definition of 𝛼. The effective temperature 𝑇eff is then defined as

𝑇eff(𝐸, 𝜃) =
∫

d𝑋𝑃𝜇(𝐸, 𝜃, 𝑋)𝑇(𝑋)∫
d𝑋𝑃𝜇(𝐸𝜇 , 𝜃, 𝑋)

. (3.4)

Here 𝑋 is the slant depth and 𝑃𝜇 the muon production spectrum. In
figure 3.2 we show an example of the functions used to calculate 𝑇eff.

While the effective temperature is insensitive to the ratio between kaons
and pions, 𝛼 is not. For this reason one can use seasonal modulations to
measure the kaon to pion ratio.

3.3 BOREXINO

In the case of BOREXINO, which is a deep underground detector, only
muons above a certain threshold energy, 𝐸thr will reach the detector.
Using the transformations shown in [64], equation 3.2 can be written as

𝛼𝜇(𝐸𝜇 , 𝜃) =
𝐸thr

𝜙𝜇(𝐸𝜇 , 𝜃)
𝜕𝜙𝜇(𝐸𝜇 , 𝜃)

𝜕𝐸thr
− 𝛾. (3.5)

Here 𝛾 is the spectral index of the primary spectrum, when assuming a
single power law. Inserting the parametrization from equation 3.1, we
can write 𝛼 as

𝛼𝜇(𝐸𝜇 , 𝜃) =
1
𝐷𝜋

1/𝜖𝐾 + 𝐴𝐾(𝐷𝜋/𝐷𝐾)2/𝜖𝜋
1/𝜖𝐾 + 𝐴𝐾(𝐷𝜋/𝐷𝐾)/𝜖𝜋

(3.6)

where we have used parametrizations from [64, 58] to make them specific
for the surface above BOREXINO. This entails setting 𝐸𝜇 ≈ 𝐸thr and the
primary spectrum to ∝ 𝐸−𝛾

thr . Here 𝐷𝜋,𝐾 are defined as

𝐷𝜋,𝐾 =
𝛾

𝛾 + 1
𝜖𝜋,𝐾

1.1⟨𝐸thr cos𝜃⟩ . (3.7)

3.4 Results

The usually employed Monte Carlo simulations used by BOREXINO
use ECMWF atmospheric data [27]. We added an interface to MCEq,
so that the calculations can be compared. Running MCEq to model the
atmospheric muon flux for August and January we obtain figures 3.3
and 3.4. The relative amplitude of the months are approximately 1%,
depending on the energy of interest. When compared to the experimental
results from [60] of 1.3% this agrees very well. When compared to figure
3.1 where we compare the seasonal changes above IceCube, the changes
are minimal. This is due to the comparatively stable atmosphere in
Europe, when compared to the south pole.
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Figure 3.4: The atmospheric muon flux
above BOREXINO modeled using MCEq
[51] and the ECMWF dataset [27]. Here
we show the changes between the months
when compared to the US Standard model
[25]. The relative differences of each
month are approximately 1%.

With these simulation results we have all components to calculate 𝑇eff
and 𝛼𝑇 . In figure 3.5 we show the theoretical and experimental results
for 𝛼𝑇 . We neglected the errorbars for the experimental results in the
figure.

Figure 3.5: The theoretical and experimen-
tal results for 𝛼𝑇 for 𝑟𝐾/𝜋 = 0.149 [65]
We include the experimental results from
other measurements [60]. The results from
the paper discussed here are on the far
right. In red we show the theoretical pre-
diction using equation 3.2. Experimental
errors are not shown in the plot.
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To estimate the kaon to pion ratio, 𝑟𝐾/𝜋 we can now compare the theoret-
ical and experimental values for 𝛼𝑇 depending on the plugged in value
for the ratio. Since the experimental measurement measures 𝑇eff, which
has a weak dependence on the ratio, we can compare the prediction and
measurement and define the crossing area (within the simulation and
experimental errors). Figure 3.6 shows the resulting plot.

Figure 3.6: Prediction of 𝑟𝐾/𝜋 using
BOREXINO data (blue) and the theoretical
prediction (red). The shaded regions de-
fine the 1𝜎 contours. The crossing region
defines the approximate measurement of
𝑟𝐾/𝜋 with a best fit value of 𝑟𝐾/𝜋 = 0.11.
The black line shows the best fit value.

When including the errors the obtained value the ratio is

𝑟𝐾/𝜋 = 0.11+0.11
−0.07. (3.8)

This ratio is predicted to hold for a center of mass energy of approximately√
𝑠 = (190 ± 28) GeV for collisions of a proton on a nucleon (air) target.

For this an average primary collision energy of 18 TeV was used. While
the uncertainties are large, due to the comparatively low statistics when
compared to IceCube, the minimal threshold energy leads to an expected
higher center of mass energy, setting the highest limit for fixed target
measurements.

This type of analysis can be done ’out-of-the-box’ with current tools
when experimental data is available. In the next section, we will be intro-
ducing new models and methods, increasing the range and precision of
cosmic ray, neutrino and gamma ray experiments.

3.5 Conclusion

Here we have shown, that by using precise particle cascade modeling
techniques, we are capable of answering fundamental particle production
questions, such as the 𝐾/𝜋 ratio. This value is of great importance for
the modeling of any high energy strong interaction, required by most
particle physics models today.
In the next section we will improve the precision of our cascade models,
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by constructing a new electromagnetic model. To this end, we will build
a new framework which provides interaction models and the methods
required to solve cascade equations. Together with the hadronic models
we have used until now, this will allow for a full description of particle
cascades in the atmosphere.
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Electromagnetic cascades are an ideal testing ground for different model-
ing schemes of particle showers. The limited number of particles, 𝑒±, 𝛾
and if of interest 𝜇 have only very few relevant interactions. Due to this
a very simple model was developed by Heitler [66, 67]. In this model it
is assumed that only Bremsstrahlung, pair production and ionization
define the shower’s characteristics. A diagram of pair production is given
in figure 4.1. Bremsstrahlung is related to pair production by crossing
symmetry. In both processes one additional particle is produced, either a
photon or an electron, doubling the total number of particles. This means
after 𝑛 interactions, there will be 2𝑛 particles. After each interaction
the parent’s energy is split equally between the children. Using this

𝛾

𝑙−

𝑙+

𝑃 𝑖 𝑃 𝑓

(a) Pair Production

𝑙±

𝛾

𝑙±

𝑃 𝑖 𝑃 𝑓

(b) Bremsstrahlung

Figure 4.1: Diagrams of pair produc-
tion, 𝛾 + 𝑍 → 𝑙− 𝑙+ + anything and
Bremsstrahlung. Bremsstrahlung is re-
lated to pair production by crossing sym-
metry. These are the most relevant interac-
tions in electromagnetic cascades at high
energies. Note the requirement of an ad-
ditional nucleus for the processes.

simplified view, together with the definition of a splitting length 𝑑

𝑑 = 𝑋0 ln 2, (4.1)

where 𝑋0 is the radiation length of the material, one can now construct a
Heitler model.
After 𝑛 splitting lengths, a distance 𝑥 of

𝑥 = 𝑛𝑋0 ln 2 (4.2)

is traveled by the shower and it has 𝑁 = 𝑒𝑥/𝑋0 particles. The cascade
stops, when ionization losses start to dominate. This happens at the
critical energy 𝐸crit [68], which for air is 86 MeV. With this simplified
view, we can now make predictions for the maximum number of particles
and the depth at which this number is reached. Since the energy is split
equally among the children, the maximum number of particles, 𝑁max, is
defined by

𝐸0 = 𝐸crit𝑁max. (4.3)
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Here 𝐸0 is the primaries energy. From this we can now derive the position
of the maximum using 𝑁 = 2𝑛

𝑋max = 𝑋0 ln
(
𝐸0
𝐸crit

)
. (4.4)

While very simplified, this model gives a very precise prediction of the
position of the shower maximum. On the other hand, this model does
not capture the full picture when it comes to the absolute particle count,
due to neglecting ionization and other losses. We will now discuss how
to model this in a more precise manner.
As mentioned previously, there are different approaches to simulating
particle cascades. One is the use of Monte Carlo methods to simulate on
an event by event basis, as used in CORSIKA [46] or EGS5 [47]. While
Monte Carlo methods have proven successful, they come with a high
computational cost. If an average particle flux at high energies (above 1
GeV) is of interest, an iterative approach using cascade equations offers
a similar precision to Monte Carlo calculations without the computa-
tional expense [21, 48]. This allows for rapid testing and scanning of
different models and their parameters. Cascade equation approaches are
implemented, for example, in MCEq [51] and CONEX [50]. The python
package EmCa∗, which we introduce here uses similar numerical meth-
ods to those employed in MCEq for the calculation of particle cascades
and provides an electromagnetic model, allowing for the simulation of
electromagnetic showers. As a framework, it is designed to be easily
extendable, allowing a user to include their own interaction models,
density models, and materials. Additionally, since the calculations are
computationally inexpensive, testing and prototyping can be done at
a much faster pace than with Monte Carlo methods. Note that unlike
the direct approach used here, it is possible to write an adjoint cascade
theory as described in [69].
We will start with a description of the relevant parts of the cascade
equations, followed by the used electromagnetic model. We designed
the interaction model to be valid for a broad range of elements and
many orders of magnitude in energy, starting at 10 MeV up to energies
where photo-hadron interactions become relevant. Afterwards, in section
(4.3) the numerical implementation and code is discussed. Afterwards
we compare results using EmCa to Monte Carlo simulations in section
(4.4).

∗ https://github.com/MeighenBergerS/emca
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4.1 Coupled Cascade Equations

Using the slant depth, introduced in section 2.2, the transport equations
for an electromagnetic particle 𝑖 are

dΦ𝑖(𝐸, 𝑋)
d𝑋

= − Φ𝑖(𝐸, 𝑋)
𝜆𝑖(𝐸)

− 𝜕

𝜕𝐸
(𝜇(𝐸)Φ𝑖(𝐸, 𝑋))

+
∑
𝑙

∞∫
𝐸

d𝐸𝑙
1

𝜎(𝐸𝑙)

×
(

d𝜎𝑙(𝐸𝑙 )→𝑖(𝐸)
d𝐸

Φ𝑙(𝐸𝑙 , 𝑋)
𝜆𝑙(𝐸𝑙)

)
.

(4.5)

In the above equation, 𝐸 is the energy of the particle flux, 𝜎 the cross
section, 𝜆 the interaction length and 𝜇 a loss parameter. The first two
terms describe losses due to interactions and ionization, respectively.
The last one is a source term containing the production of particle 𝑖 by
particle 𝑙 where the sum runs over all particles.
In the case of EmCa the considered particles are 𝛾, 𝑒±, and 𝜇±. Note that
for this reason, the decay terms described in section 2.2 can be safely
ignored. Muons were added to the cascade to allow the electromagnetic
cascade to couple back to hadronic showers.
For the simulation the density of the background medium is required at
each step. This requires a depth-dependent model of air. In the following
simulations we use the U.S. Standard Atmosphere [25].

4.2 Theoretical Model

The electromagnetic model implemented in EmCa contains four types of
interactions, namely pair production, Bremsstrahlung, Compton scatter-
ing, and ionization. The differential cross sections used for pair production
and Bremsstrahlung were taken from [70]. Other calculations of these
interactions are Bethe and Heitler’s [71], which is the foundation of
the modern understanding of pair production, or Migdal’s derivations
[72], which includes the LPM effect. More recent calculations allow the
treatment of targets of finite thickness done for example by Zakharov
[73] and Baier and Katkov [74, 75]. Klein’s comparison of pair production
in different regimens [76] offers an overview of these calculations.
The advantage of the cross sections by Tsai is that they do not possess an
explicit density dependence and therefore allow the numerical treatment
described in section (4.3). Density effects, such as Landau-Pomeranchuk-
Migdal (LPM) [77, 78] and dielectric [79, 80] effects, are treated separately,
as described in the next subsection.
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Figure 4.2: The difference the inclusion of
screening makes on the differential cross
section for pair production. In green the
full screening approximation was used,
while in orange the full cross section.

For pair production, d𝜎/d𝐸 has the form

𝑘

𝛼𝑟2
0

d𝜎
d𝐸

=

[
4
3
𝑥2 − 4

3
𝑥 + 1

]
×

[
𝑍2(𝜙1 −

4
3

log𝑍 − 4 𝑓 )

+ 𝑍(𝜓1 −
8
3

log𝑍)
]

− 2
3
𝑥

[
𝑍2(𝜙1 − 𝜙2) + 𝑍(𝜓1 − 𝜓2)

]
(4.6)

and for Bremsstrahlung

𝑘

𝛼𝑟2
0

d𝜎
d𝑘

=

[
𝑦2 − 4

3
𝑦 + 4

3

]
×

[
𝑍2(𝜙1 −

4
3

log𝑍 − 4 𝑓 )

+ 𝑍(𝜓1 −
8
3

log𝑍)
]

− 2
3
(1 − 𝑦)

×
[
𝑍2(𝜙1 − 𝜙2) + 𝑍(𝜓1 − 𝜓2)

]
.

(4.7)

In equations 4.6 and 4.7, 𝜙𝑖 and 𝜓𝑖 describe screening effects, 𝑍 is the
atomic number of the background medium, 𝛼 the fine structure constant
and 𝑟0 the classical electron radius. 𝑓 is a Coulomb correction which is
defined as

𝑓 (𝑧 = (𝛼𝑍)2) = 𝑧
∞∑
𝑛=1

1
𝑛(𝑛2 + 1) . (4.8)

For convenience we introduce 𝑥 = 𝐸/𝑘 and 𝑦 = 𝑘/𝐸, with 𝐸 being the
electron energy and 𝑘 the photon energy. To calculate the screening
functions, we use a Thomas-Fermi-Molier model (TFM), as given in [70].
These screening functions describe the shielding of the nucleus’s charge
due to the surrounding electrons. For higher energies (𝐸 > 10 GeV) these
functions become constant, which is called the "full screening" scenario.
The difference between the full screening scenario and the total cross
section is shown in figure 4.2. There we clearly see that for the production
of low energy electrons the differential cross sections differ.

In this case it is safe to set 𝜙𝑖 = 𝜙𝑖(0) and 𝜓 𝑗 = 𝜓 𝑗(0). In the TFM the
individual screening factors are defined as

𝜙1 = 2(1 + log(𝑎2𝑍2/3𝑚2
𝑒 )) − 2 log(1 + 𝑏2) − 4𝑏 arctan(𝑏−1)

𝜙2 = 2(2/3 + log(𝑎2𝑍2/3𝑚2
𝑒 )) − 2 log(1 + 𝑏2) + 8𝑏2(1 − 𝑏 arctan(𝑏−1) −

0.75 log(1 + 𝑏−2))

𝜓1 = 2(1 + log(𝑎′2𝑍4/3𝑚2
𝑒 ) − 2 log(1 + 𝑏′2) − 4𝑏′ arctan(𝑏−1)

𝜓2 = 2(2/3 + log(𝑎′2𝑍4/3𝑚2
𝑒 )) − 2 log(1 + 𝑏′2) + 8𝑏′2(1 − 𝑏 arctan(𝑏′−1) −

0.75 log(1 + 𝑏′−2)).

The occurring parameters are defined as follows
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𝑎 = 111.7𝑍−1/3/𝑚𝑒

𝑎′ = 724.2𝑍−2/3/𝑚𝑒

𝑏 = 0.55846𝛾

𝑏′ = 3.6201𝜖

𝛾 = 200𝛿
𝑚𝑒𝑍1/3

𝜖 = 200𝛿
𝑚𝑒𝑍2/3

𝛿 = | 𝑚2
𝑒 𝑘

2𝐸(𝑘−𝐸) |

It is useful to define the unit radiation length 𝑋0. This is a material
constant defining when an electron’s energy has fallen to 1/𝑒 its original
energy when passing through a material. It is defined as

𝑋−1
0 = 𝛼𝑟2

0𝑁𝐴𝐴
−1

[
𝑍2

(
𝜙1(0) −

4
3

ln𝑍 − 4 𝑓
)
+ 𝑍

(
𝜓1(0) −

8
3

ln𝑍
)]
.

(4.9)
Here 𝑁𝐴 is Avogadro’s constant and 𝐴 the atomic mass number of the
material. This is a recurring value when dealing with electromagnetic
cascades, for it can be measured directly experimentally. Additionally,
one can use the radiation length to simplify the cross sections in the
full-screening approximation

d𝜎pair

d𝐸
≈ 𝐴

𝑁𝐴𝑋0𝑘

(
1 − 4

3
𝑥(1 − 𝑥)

)
(4.10)

and
d𝜎brems

d𝑘
=

𝐴

𝑁𝐴𝑋0𝑘

(
𝑦2 − 4

3
𝑦 + 4

3

)
. (4.11)

Note that the cross section for Bremsstrahlung can not be integrated due
to the divergence for 𝑘 → 0. Typically this is treated with a low energy
cut-off but we will show later, that by introducing material effects this
infrared divergence can be removed.
The differential cross section for pair production can be integrated and
has the form

𝜎pair =
7
9

𝐴

𝑋0𝑁𝐴
. (4.12)

This means in the high energy limit, we expect the cross section to become
constant. Using

𝜆 =
𝐴

𝑁𝐴

1
𝜎
, (4.13)

we can derive the interaction length of photons due to pair production

𝜆pair =
9
7
𝑋0. (4.14)

Figure 4.3 shows a plot of the differential cross sections for the different
processes for a primary energy of 1 PeV.
The corresponding integrated cross sections are shown in figure 4.5,
where the channel 𝑒 → 𝑒 was dropped since the integrated cross section
is the same as 𝑒 → 𝛾. We show the resulting interaction lengths for
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photons and electrons in figure 4.4. We include the radiation length
as shown in PDG [52], which we scaled according to equation 4.14 to
make the comparison. We see that the interaction lengths agree well
for high energies, with the differences at lower energies to be expected,
since the definition of the radiation length is not applicable in those
regimes. Muon pair production due its natural low energy cutoff can be

Figure 4.3: The differential cross sec-
tions for some of the interactions im-
plemented in EmCa. The processes
are Bremsstrahlung, pair production
and Compton scattering. Note that the
Bremsstrahlung cross section is split into
to parts. The self regeneration and the pro-
duction of photons.

treated in a simpler fashion, since screening is irrelevant. For this reason,
a different cross section, described in [81], is implemented. The form of
the differential cross section is

𝑑𝜎𝜇
𝑑𝐸

=
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𝑒𝑍
2

𝑘
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3
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Where x = 𝐸𝜇/𝑘 and the weight factor𝑊 is defined as

𝑊 =
𝐵𝑍−1/3
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In turn the parameters are 𝐵 = 202.4 and 𝐷 = 1.49 for hydrogen

and 𝐵 = 183 and 𝐷 = 1.54𝐴0.27 otherwise. Finally 𝛿 =
𝑚2

𝜇

2𝑘(𝑥−𝑥2) and
√
𝑒 = 1.6487. Note that as expected, the shapes of the differential cross

sections for muon and electron pair production are similar. An added
benefit of this definition of the cross section is that it is implemented in
CORSIKA as well, allowing for a direct comparison.
For the pair production of electrons by muons, we use the simple formulas
from [82]

𝜈
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. (4.17)

Here 𝜈 is the energy of the produced electrons and 𝑧 is defined as

𝑧 =
𝜈
𝐸

𝑚𝜇

4𝑚𝑒
, (4.18)
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Figure 4.4: The interaction lengths for
electrons and photons. We include the
measured interaction length for photons
by scaling the measured radiation length
from PDG [52].

with 𝐸 being the muon’s energy. For the Bremsstrahlung differential
cross section of muons we follow [83]
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(4.19)

Here the first term describes the contribution due to the nucleus off of
which the muon is scattering and the second term the contribution form
electrons. Note the similarities between this equation and the one for
electrons. The Φ are defined as

Φ(𝛿) = ln

(
𝐵𝑚𝜇𝑍

−1/3/𝑚𝑒

1 + 𝛿
√
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)
− Δ𝑛(𝛿) (4.20)

and

Φin(𝛿) = ln
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Finally Δ𝑛 is defined as

Δ𝑛 = ln

(
𝐷𝑛

1 + 𝛿(𝐷𝑛

√
𝑒 − 2)/𝑚𝜇

)
. (4.22)

Compton scattering needs to be added for secondary spectra with a
low energy cutoff below 100 MeV, when this channel becomes relevant
compared to pair production. Figure 4.5 shows the total cross sections
for the implemented processes. At low energies the total cross section
for Compton scattering dominates over those from pair production. For
Compton scattering the Klein-Nishina cross section [84] is used, which is
a generalized version of Compton- and Thomson-scattering. It has the
form

d𝜎
d𝑘

=
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[
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𝜖

]2
)
, (4.23)

with 𝜖 = 𝑘/𝑘0, 𝜅 = 𝑘0/𝑚𝑒 , where 𝑘0 = 𝐸prim/𝑚𝑒 and 𝑘 = 𝑘sec/𝑚𝑒 . Due
to the nature of two body scattering processes when integrating over
equation 4.23 a minimal energy needs to be introduced 𝑘min = 𝑘0/(2𝜅+1).

For the description of ionization losses we use the energy loss tables
generated by ESTAR [85], which describe 𝜇 in equation 4.5. The collision
stopping powers in those tables are calculated using [86, 87]. Note that
ionization losses dominate the tail of a particle shower’s development.
When comparing interaction models, such as the one found in EmCa
or EGS5, a typical difference in a shower’s development is the tail.
This is usually due to differing definitions in the ionization losses. For
comparisons with other models, we have implemented their respective
definitions of the ionization losses.
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Figure 4.5: The integrated cross section for
the different production channels. Other
interactions only play a subleading role in
the energy ranges of interest and can be
ignored.

Material Effects

To allow for a higher range of validity in energy we account for additional
material effects, i.e. dielectric suppression [79, 80] and the LPM effect
[72, 78].
The dielectric effect is treated as a suppression factor, 𝑆die(𝑘), of the
differential cross section of the form

𝑆die(𝑘) =
𝑘2

𝑘2 + (𝛾 · ℏ𝜔𝑝)2
, (4.24)

where 𝜔𝑝 is the plasma frequency of the material. Due to the density
dependence of 𝜔𝑝 ∝ √

𝜌 the differential cross sections become density
dependent. The point at which the dielectric effect becomes relevant can be
estimated by calculating the ratio 𝑟 = 𝜔𝑝/𝑚𝑒 . For air at standard density
𝜔𝑝(Air) = 6.6 × 10−10 GeV and 𝑟 ≈ 10−6, which leads to the differential
cross section starting to be suppressed at about 𝐸sec = 𝐸prim × 10−6. In
atmospheric showers this does reduce the production of low energy
photons at the start of the shower. Later in the shower development,
where far more low energy photons are produced, the difference becomes
negligible.
In most cases the dielectric effect can safely be ignored in air. There
is one major advantage of including this effect. Due to the inclusion
of the dielectric effect the cross section for Bremsstrahlung no longer
diverges for 𝑘 → 0, allowing for precise calculations of the total cross
section. Thus, even for air showers, where there is no direct physical
effect, the dielectric effect allows for the calculation of the total cross
section, without the introduction of a nonphysical low energy cutoff.
On the other hand for materials with a larger 𝑍, metals for example,
typical values of 𝑟 ≈ 10−4 result in a larger relevance of the dielectric
effect.

The LPM effect suppresses the interaction cross sections at high energies.
This can be accounted for by adding a suppression term [78] of the form
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Figure 4.6: The particle number changes
to an atmospheric shower due to the LPM
effect. Plotted is the total number of parti-
cles in a 10 EeV 𝛾 primary initiated shower
in air. The low energy cutoff was chosen
to be 86 MeV. The LPM effect causes a
retardation of the shower development.

𝑆LPM =

√
𝑘𝐸LPM

𝐸(𝐸 − 𝑘) , (4.25)

with
𝐸LPM =

7.7 TeV𝑋0
𝜌

, (4.26)

to the differential cross section. This again would introduce a density
dependence to the cross section. Due to the employed numerical methods,
discussed in section (4.3), we wish to avoid this and instead treat the
LPM effect by re-scaling the interaction lengths 𝜆Pre, defined in equation
4.13, according to

𝜆True =

(
𝐸prim

𝐸LPM

)1/2

𝜆Pre , for 𝐸LPM < 𝐸prim. (4.27)

This allows the shape of the differential cross section to remain density
independent, and the interaction length only needs to be re-scaled
according to the current density. In figure 4.6, we show the consequences
of including the LPM effect (orange) for air showers when compared to
the baseline theory (green) without it.
These material effects change the amount of energy carried by electrons,
which is relevant to fluorescence experiments such as Auger [88] and TA
[89]. Fluorescence is generated by collision losses of charged particles
in the atmosphere. By including these effects, the energy in the electron
part of the shower is reduced, reducing fluorescence. Not including
these effects would lead to an overestimation of the deposited energy of
atmospheric cascades. We will discuss this in the next chapter.
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Figure 4.7: Binned (EmCa) version of
the differential cross section for 𝑒 → 𝛾
and its analytical form. The functions
are plotted against the fractional energy
𝑥 = 𝐸sec/𝐸prim of the secondary particle.
The dashed vertical lines are the position
of the average of the binned and analytic
versions. The high agreement is achieved
by including first and second moments in
the calculations.

4.3 Numerical Implementation

Similar to MCEq, the cascade equations are discretized on a logarithmic
energy grid in EmCa. The particle fluxes are arranged in a state vector ®Φ
of the form

®Φ =

(
®Φ𝑒− , ®Φ𝑒+ , ®Φ𝛾 , ®Φ𝜇−

, ®Φ𝜇+
)𝑇

(4.28)

with sub-vectors of the form

®Φ𝑖 =

(
Φ𝑖
𝐸0
,Φ𝑖

𝐸1
, ...,Φ𝑖

𝐸𝑁

)𝑇
. (4.29)

The differential, d𝜎𝑙𝑖
d𝐸 and total cross sections, 𝜎𝑙 , are arranged in a matrix

C𝑙𝑖 with elements

𝑐𝑙(𝐸𝑙 )𝑖(𝐸𝑖 ) = Δ𝐸𝑙
1

𝜎(𝐸𝑙)
⟨

d𝜎𝑙(𝐸𝑙 )→𝑖(𝐸𝑖 )
d𝐸𝑖

⟩ (4.30)

and shape

C𝑙𝑖 =

©«
𝑐𝑙(𝐸0)𝑖(𝐸0) ... 𝑐𝑙(𝐸1)𝑖(𝐸0)

0 ... 𝑐𝑙(𝐸1)𝑖(𝐸𝑁 )
... ... ...

0 ... 𝑐𝑙(𝐸𝑁 )𝑖(𝐸𝑁 )

ª®®®¬ . (4.31)

Note that due to energy conservation Cli is an upper triangular matrix. In
the above calculations bin averaged differential cross sections are defined
in equations (4.32, 4.33).
Due to the nature of electromagnetic cascades evolving very quickly and
having only a limited amount of possible interactions, numerical errors
as small as 0.1% affect the shower development. As a cross-check, the
calculation of 𝜎 and d𝜎

d𝐸 , from equation 4.5, are kept separate. Integrations
of the differential cross sections are performed in fractional energy space
by substituting the secondary’s energy 𝐸sec, with 𝑥 =

𝐸sec
𝐸prim

. Figure 4.9
shows the differential cross section for 𝑒 → 𝑒 in fractional energy space.
Integrations are then performed on 1

𝐸prim
d𝜎
d𝑥 (𝑥, 𝐸prim). In this scheme 𝜎(𝐸)

is calculated by integrating from 0 to 1.
We average d𝜎

d𝐸 and its first and second moments for each energy bin.
This means for each energy bin three integrals are performed,

𝜇0
𝑙 ,𝑖

= ⟨ d𝜎
d𝐸𝑖

(𝐸𝑙 , 𝐸𝑖)⟩𝑙 ,𝑖 =
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d𝐸𝑖

(𝐸𝑙 , 𝐸𝑖)d𝐸𝑖

𝜇1
𝑙 ,𝑖

= ⟨ d𝜎
d𝐸𝑖

(𝐸𝑙 , 𝐸𝑖)⟩Mom 1
𝑙 ,𝑖

=
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𝐸𝑖

d𝜎
d𝐸𝑖

(𝐸𝑙 , 𝐸𝑖)d𝐸𝑖

𝜇2
𝑙 ,𝑖

= ⟨ d𝜎
d𝐸𝑖

(𝐸𝑙 , 𝐸𝑖)⟩Mom 2
𝑙 ,𝑖

=

∫
𝐸2
𝑖

d𝜎
d𝐸𝑖

(𝐸𝑙 , 𝐸𝑖)d𝐸𝑖 .

(4.32)

The integrals are calculated over the bin widths using a Tanh-Sinh
quadrature, and defining the maximum of the function as an integration
node. Then for each bin, defined by the center 𝐸𝑖 and the width Δ𝐸𝑖 , the
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Figure 4.8: Binned (EmCa) version of
the differential cross section for 𝜇 → 𝜇
and its analytical form. The functions
are plotted against the fractional energy
𝑥 = 𝐸sec/𝐸prim of the secondary particle.
The dashed vertical lines are the position
of the average of the binned and analytic
versions. The high agreement is achieved
by including first and second moments in
the calculations.

equation 
Δ𝐸𝑖−1 Δ𝐸𝑖 Δ𝐸𝑖+1

𝐸𝑖−1Δ𝐸𝑖−1 𝐸𝑖Δ𝐸𝑖 𝐸𝑖+1Δ𝐸𝑖+1
𝐸2
𝑖−1Δ𝐸𝑖−1 𝐸2

𝑖
Δ𝐸𝑖 𝐸2

𝑖+1Δ𝐸𝑖+1


×


𝑥1
𝑥2
𝑥3

 =


𝜇0
𝑙 ,𝑖

𝜇1
𝑙 ,𝑖

𝜇2
𝑙 ,𝑖

 ,
(4.33)

is solved. This methodology has the advantage of conserving energy and
particle number, as discussed in subsection 2.2.
In figures 4.9, 4.7 and 4.8 we compare the binned differential cross
sections EmCa uses to the analytic ones, for the most unstable process,
Bremsstrahlung . The vertical lines show the position of the average of
each version, which shows a very high agreement. The functions are
plotted against the fractional energy carried by the secondary particle
𝑥 = 𝐸sec/𝐸prim. The interaction matrices from equation 4.31 are then

Figure 4.9: Binned (EmCa) version of
the differential cross section for 𝑒 → 𝑒
and its analytical form. The functions
are plotted against the fractional energy
𝑥 = 𝐸sec/𝐸prim of the secondary particle.
The dashed vertical lines are the position
of the average of the binned and analytic
versions. The high agreement is achieved
by including first and second moments in
the calculations.

grouped together in a single matrix C of the form

C =

©«
C𝑒−𝑒− ... C𝜇+𝑒−

C𝑒−𝑒+ ... C𝜇+𝑒+

... ... ...

C𝑒−𝜇+ ... C𝜇+𝜇+

ª®®®¬ . (4.34)

The interaction lengths are organized into a diagonal matrix Λint of the
form

Λint = diag( 1
𝜆𝑒

−
𝑖𝑛𝑡

(𝐸0)
, · · · , 1

𝜆𝑒
−
𝑖𝑛𝑡

(𝐸𝑁 )
,

1
𝜆𝑒

+
𝑖𝑛𝑡

(𝐸0)
, · · · , 1

𝜆𝑒
+
𝑖𝑛𝑡

(𝐸𝑁 )
,

· · · ).

(4.35)

Finally, the ionization loss term is treated by discretizing the loss param-
eter 𝜇 in energy and approximating the differential using a seven-point
stencil method. These steps are discussed more in-depth in the next sub-



36 4 EmCa - Electromagnetic Cascades

section. The resulting operator is written as L. Approximating equation
4.5 using the above definitions results in

d®Φ
d𝑋

= (−L + (−1 + C)Λint) ®Φ. (4.36)

Combining the terms, besides ®Φ, results in a single derivative operator.
Figure 4.10 shows the non-zero elements of this resulting operator.
Note the upper triangular shape of all block-matrices due to energy
conservation. Zero elements in the upper triangle are typically caused
by kinematic constraints. To solve equation 4.36 we use an explicit Euler

Figure 4.10: The non-zero values of the
equation matrix. Each non-zero block cor-
responds to a specific interaction, e.g.
the first block (𝑒− , 𝑒−) describes the elec-
tron self-interaction. The upper triangular
shapes are cause by energy conservation.
The x axis corresponds to increasing pri-
mary energies, while the y axis to increas-
ing secondary energies. The zero elements
in the upper triangles are usually caused
by kinematics constraints of the underly-
ing interaction process.

solver. An integration step has the form

®Φ(𝑋 + Δ𝑋) =(−L + (−1 + C)Λ𝑖𝑛𝑡)
× ®Φ(𝑋)Δ𝑋.

(4.37)

Ionization

Ionization losses are treated as a continuous loss term in the cascade
equation. This turns the ordinary differential equation into a partial
one. Implying the need for an implicit solver method. To avoid this, the
continuous loss terms are discretized using a seven-point stencil method.
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In this approximation, a derivative of a function 𝑓 (𝑥) is written as

𝜕 𝑓

𝜕𝑥
≈ 1

60ℎ
( − 1 𝑓 (𝑥 − 3ℎ) + 9 𝑓 (𝑥 − 2ℎ)

− 45 𝑓 (𝑥 − ℎ) + 0 𝑓 (𝑥 + 0ℎ)
+ 45 𝑓 (𝑥 + ℎ) − 9 𝑓 (𝑥 + 2ℎ)
+ 1 𝑓 (𝑥 + 3ℎ)),

(4.38)

where ℎ is the used step size. The differential operator, L is then calculated
by multiplying the approximation for 𝜕𝐸 on the left with 1

𝐸 and from
the right with 𝜇(𝐸). Applying this definition to the ionization losses, the
discretized form can be written as

𝜕𝐸𝜇(𝐸)Φ = LΦ. (4.39)

The 1/𝐸 term appears due to the use of a logarithmic energy grid, and L
is calculated using the above mentioned stencil method. A comparison
between the ESTAR tables (red), the binned version in EmCa (blue) and
an energy loss simulation using EmCa (green) is shown in figure 4.11.
The resulting energy losses from the simulation show a high agreement,
≈ 3%, with the ESTAR table results. In EmCa the recommended low

Figure 4.11: The ionization loss function
implemented in EmCa. The tables from ES-
TAR (purple), the binned version in EmCa
(orange) and energy loss simulation re-
sults (green) are compared. To simulate
the average energy losses, electrons with
different energies are injected into the ma-
terial and propagated through it, while
all radiative losses are switched off. Using
the average energy loss per integration
step we normalize it to 𝑋0. The ’spikes’ in
the ratio plot are due to the discretization
employed in EmCa.

energy cutoff is defined by 𝐸crit using Rossi’s definition [68]. 𝐸crit is the
point at which collision losses start to dominate the electron energy losses
over radiative ones. The critical energy is defined as

𝐸
𝑔𝑎𝑠

crit =
710 MeV
𝑍 + 0.92

, (4.40)

and
𝐸𝑠𝑜𝑙𝑖𝑑crit =

610 MeV
𝑍 + 1.24

. (4.41)

For air the critical energy is 86 MeV.
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Code

All of these functions are grouped together in the Python package EmCa.
The general overview of the structure of the code is given in figure 4.12.
We will give an overview of the code itself, by following the steps when
it is run.

Figure 4.12: The structure of the EmCa
package. The modules are kept indepen-
dent of each other, allowing for easier mod-
ification.

Input

First the inputs by the user are collected, either as direct inputs or in
the configuration file config.py. There are multiple options, such as the
interaction model, currently 3 are implemented

▶ Tsai_Full: The fully implemented version of the cross sections
discussed here. This is the standard interaction model used.

▶ Tsai_Max: The same model as the one above in the full screening
approximation. This is a useful model to run cross checks and high
energy simulations.

▶ BH: A Bethe-Heitler interaction model [71] based on the one imple-
mented in EGS4 and in turn in CORSIKA. This allows for a direct
comparison of the interaction models in a single framework.

It is also possible to turn individual interactions off at this step, as well
as ionization losses. For the simulation run itself a primary flux, or
individual particle with an injection angle need to be defined. Should a
different material as Earth’s atmosphere be used, this needs to be defined
at this step as well. An example of the code for this step, when one wishes
to use the Tsai_Max model with an electron primary and 1 PeV of energy
is the following

1 from emca import EmCa, conf ig
2

3 conf ig [ ’ run ’ ] [ ’ i n i t i a l f lux ’ ] = None
4 conf ig [ ’ run ’ ] [ ’ primary type ’ ] = 1 1
5 conf ig [ ’ run ’ ] [ ’ primary energy ’ ] = 1 e6
6 conf ig [ ’ genera l ’ ] [ ’ i n t e r a c t i o n model ’ ] = ’ Tsai_Max ’
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Figure 4.13: Here we show the re-
quired simulation times for electromag-
netic showers in the atmosphere initiated
by electron primaries with different en-
ergies. We also show how modeling ion-
ization and the LPM effect change the
required simulation times. The computa-
tionally most expensive step is the model-
ing of the LPM effect. This requires a new
interaction length at every simulation step
due to the scaling factor.

Core

Once the user inputs are defined the class EmCaRun from EmCa.py can be
initialized. This is the core class of the simulation package and offers the
main interface. From here all of the parameters, user inputs are passed to
the other modules, and their results are in turn collected. For a general
user, this is the only module they will need to interact with. Once this
class has been initialized, the simulation is ready to start, with the actual
equation solving being handled in EmCa_solve. The code steps for this
are short

1 emca_run = EmCa.EmCaRun( )
2 emca_run . so lve ( )

Material

The file EmCa_elements.py collects the necessary material properties for
a simulation run. Should a user wish to model a material, which is not
included in the package, it would need to be added here. In EmCa_profile
the density of the material is defined. Currently there are two options,
the atmospheric model based on the US Standard Atmosphere or a
homogeneous medium.

Interaction Model

EmCa_particle is the core module for the simulation of the particle flux.
This module creates the interaction model and particles based on the user
input. Every particle is defined by its interaction length and interaction
matrices. These need to be constructed by integrating over the analytical
forms of the differential cross sections. These in turn are collected in
a class EmCa_model, which handles the necessary normalizations and
transformations. The files EmCa_bremspair, EmCa_muon_prop and EmCa_-
compton store the corresponding analytical differential cross section.
Should a user want to implement a new interaction cross section, it
would need to be added as a function to the corresponding file. EmCa_-
collision deals with the construction of the ionization loss matrix.
The construction of these interaction and loss matrices are by far the
most computationally expensive steps in the simulation chain. For this
reason the matrices are stored as pickle files after construction. Reusing
the interaction matrices drastically cuts down on calculation time. Unless
the material or energy grids are changed, recalculating the interaction
matrices should not be necessary and the model construction step can be
skipped.

Output

After the equation matrices are constructed and the cascade equation
is solved, the simulation is finished and the user can access the particle
fluxes at arbitrary points along the shower path. Should the option be set,
an additional simulation step is performed in EmCa_cherenkov, namely
the calculation of light yields due to Cherenkov radiation. The calculation
itself is done by applying the Frank-Tamm formula [90].
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The EmCa package comes with a few examples, with which all of the
plots pertaining to electromagnetic cascades in this thesis were created.
Here we show a full example simulation code using EmCa

1 # Impor t ing t h e module and c o n f i g f i l e
2 from emca import EmCa, conf ig
3

4 # S e t t i n g some us e r p a r a m e t e r s
5 conf ig [ ’ run ’ ] [ ’ i n i t i a l f lux ’ ] = None
6 conf ig [ ’ run ’ ] [ ’ primary type ’ ] = 1 1
7 conf ig [ ’ run ’ ] [ ’ primary energy ’ ] = 1 e6
8 conf ig [ ’ genera l ’ ] [ ’ i n t e r a c t i o n model ’ ] = ’ Tsai_Max ’
9

10 # I n i t i a l i z i n g t h e c l a s s
11 emca_run = EmCa.EmCaRun( )
12

13 # Running t h e s i m u l a t i o n
14 emca_run . so lve ( )
15

16 # T o t a l number o f p a r t i c l e s a t e a ch s t e p in X
17 part ic le_number = { }
18 for p a r t i c l e in conf ig [ " part and i n t " ] [ ’ p a r t i c l e s ’ ] :
19 part ic le_number [ p a r t i c l e ] = np . sum( emca_run . r e s u l t s [ p a r t i c l e ]

∗ emca_run . e_bin , ax i s =1)

In figure 4.14 we plot the output from this piece of code. Note that we
performed an integration to obtain the total particle counts. The outputs
from EmCa are the differential particle fluxes, independent of the type
of injection.

Figure 4.14: An example simulation run of
an electromagnetic shower initiated by a 1
PeV electron in the atmosphere. It shows
the total (black) photon (orange), electron
(blue) and muon (purple) counts for dif-
ferent depths 𝑋. The large dots near 1000
represent an observer at the surface.

As a final example we give the calculation time for showers initiated by
electrons with different energies in figure 4.13. We include how modeling
ionization and the LPM effect change the simulation time. Even in the
worst case, when both have been switched on, an entire atmospheric
cascade can be modeled in under 10 seconds. This time can be further cut
down by compiling numpy using mkl or other cpu specific libraries.
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4.4 Comparisons

In the following we compare results using EmCa, including all previ-
ously mentioned effects, to CORSIKA air shower simulations for highly
energetic particles and EGS4 [91] for low energetic ones.

CORSIKA

We show a comparison between particle numbers taken from [50] and
EmCa for two different low energy cuts in figure 4.15. On the left, the
cut was set to 1 MeV and on the right to 1 GeV. EmCa shows a high
agreement with the CORSIKA results in both cases. In the 1 MeV cutoff
case, there is a discrepancy between the CONEX (CE) / Hybrid results
and the CORSIKA (MC) / EmCa ones. In [50] this was attributed to
three-dimensional effects and corrected with a scaling factor. Due to the
agreement between EmCa and the CORSIKA results, without the need
for such a scaling, we believe the differences are not due to any additional
effects.

Figure 4.15: Comparison between the
𝑒− + 𝑒+ results from [50] and EmCa with
a primary photon of 100 TeV. Left parti-
cles above 1 MeV were tracked and on
the right particles above 1 GeV. Results
using different methods were plotted:
Monte Carlo (CORSIKA, yellow), cascade-
equations (CONEX, blue), hybrid (COR-
SIKA + CONEX, pink) and EmCa (green).
The deviations are calculated as a ratio to
EmCa.

Additionally we compared the average development of the shower
maximum, 𝑋max, of photon-initiated showers. In figure 4.16 a comparison
between EmCa and the results shown in [92], where CORSIKA (MC) was
used, is shown. The drop off in agreement at higher energies is a result
of the approximation used in EmCa to treat the LPM effect, defined in
equation 4.27. The theory line is calculated using the Heitler Model, in
which the shower maximum is approximated by equation 4.4 which was

𝑋max = 𝑋0 ln
(
𝐸prim

𝐸crit

)
, (4.42)
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where for all calculations 𝐸crit = 86 MeV. In the theoretical model the
LPM effect is not accounted for, which explains the discrepancy at high
energies.

Figure 4.16: The development of 𝑋max for
photon-initiated showers dependent on
energy are shown. The results using EmCa
are compared to those from [92] using
CORSIKA (MC). Ratios are shown in the
bottom plot.

EGS4

In figure 4.17 we compare particle number calculations of EmCa and
EGS4, in iron. The low energy cutoff was set to 1.5 MeV. In the simulation
an electron with 30 GeV was injected into a uniform block of iron. The
agreement between EmCa and EGS4 is very high.

These results show the precision of the EmCa package, while being
computationally inexpensive. In the next chapter we will discuss how
this can be used to test new models and their effects, such as the one
presented here. Before that, we will give a short introduction of one
possibility of expanding the cascade equations for the electromagnetic
cascade to three dimensions.
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Figure 4.17: Comparison between the
EGS4 and EmCa results of a electron ini-
tiated 30 GeV shower. Data for the EGS4
results are taken from [52]. The particle
numbers between the simulations show
a high agreement, with the deviation be-
tween the two being under 10% for most of
the shower. The x-Axis is plotted in units
of radiation length.

4.5 Three Dimensions

In this section a three dimensional treatment as outlined in [93] will
be discussed and the steps necessary to adapt it to the matrix equation
method are shown. We will introduce two approximations, starting with
the Landau approximation.

Landau approximation

The three dimensional cross-section can be treated with the Landau ap-
proximation. In this approximation it is assumed that multiple scattering
dominates (an infinite amount of small scatterings) and single scatterings
can be ignored. In the Landau approximation the electron (𝑒±) and the
photon flux cascade equation are written as

𝜕𝑋𝜙
𝑖 + 𝜃𝜕𝑟𝜙

𝑖 = Γ̂𝑖𝑗𝜙
𝑗 + 𝐸2

𝑠

4𝐸2 (𝜕
2
𝜃1

+ 𝜕2
𝜃2
)𝜙𝑖 . (4.43)

Where the operator Γ̂𝑖
𝑗

describes the losses and gains through particle
interactions and ionization, as discussed in this chapter. Above Cartesian
coordinates are used with 𝑟 = (𝑥, 𝑦) and 𝜃 = (𝜃1 , 𝜃2). Additionally a
small angle approximation was made in the derivation of the above
equation leading to the lack of trigonometric functions. Since in the
Landau approximation it is assumed that multiple scattering dominates
the lateral distribution Γ̂𝑖

𝑗
will have no angular dependence and the small

angle approximation is valid in this case.
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Derivation

When charged particles pass through matter they will be deflected due
to Coulomb scattering, which according to [93] is the main source for
the lateral and angular spread of the shower. To add scattering to the
photon flux, the Compton scattering interaction treatment would need to
be extended. For now we assume this can be neglected. For the shower
development, except at the very beginning, the opening angle for pair
production and Bremsstrahlung should be negligible, especially since
these processes are suppressed at low energies. Traversing a material of
thickness 𝑥, the transport equation for the particle distribution function
𝑓 is

𝜕𝑥 𝑓 =

∫
[ 𝑓 (𝜃 − 𝜃′) − 𝑓 (𝜃)] 𝜎(𝜃′)d𝜃′. (4.44)

Given the condition that the particle is injected at a specific angle 𝜃 at
the start, the initial condition is 𝑓 = 𝛿(𝜃)

2𝜋𝜃 at 𝑥 = 0. In the above equation
2𝜋𝜃′𝜎(𝜃′)d𝜃′d𝑥 is the probability of the particle being deflected by an
angle between 𝜃′ and 𝜃′ + d𝜃′ while traversing d𝑥.
The scattering probability is given by the MOTT formula, in the small
angle approximation by

2𝜋𝜃𝜎(𝜃)d𝜃d𝑥 ≈ 4𝑁𝐴
𝑍2

𝐴
𝑟2

0
𝑚2
𝑒 𝑐

2

𝑝2𝛽2
2𝜋𝜃d𝜃

𝜃4 d𝑥. (4.45)

To solve the differential equation one applies a Hankel transformation
and expands the Bessel function in a Taylor series. In order to be able to
drop higher order terms in 𝜃 (𝑂(𝜃4)) the scattering probability needs to
have the form

2𝜋𝜎(𝜃)𝜃d𝜃 = lim
𝛼→0

𝐸2
𝑠

𝑝2𝛽2𝑐2
𝛿(𝜃 − 𝛼)

𝛼2 d𝜃, (4.46)

where the scattering energy

𝐸𝑠 =
√

4𝜋137𝑚𝑒 𝑐
2 ≈ 21MeV, (4.47)

was introduced for simplicity. The above scattering probability means
the calculations are only valid when one has an infinite amount of
small scatterings and can not deal with discrete scattering processes. By
expanding the differential equation∫

[ 𝑓 (𝜃 − 𝜃′) − 𝑓 (𝜃)] 𝜎(𝜃′)d𝜃′ =
1
4
⟨𝜃2⟩

(
𝜕2
𝜃 + 1

𝜃
𝜕𝜃

)
𝑓 + ... (4.48)

with ⟨𝜃2⟩ = 𝐸2
𝑠

𝑝2𝛽2𝑐2 . The differential equation can now be written as

𝜕𝑥 𝑓 =
1
4

𝐸2
𝑠

𝑝2𝛽2𝑐2

(
1
𝜃
𝜕𝜃𝜃𝜕𝜃

)
𝑓 . (4.49)

For the three-dimensional case this equation needs again to be solved for
𝑦. Performing the integral results in

𝑓 =
𝑝2𝛽2𝑐2

𝜋𝐸2
𝑠

𝑒
− 𝑝2𝛽2𝑐2𝜃2

𝐸2
𝑠 𝑥 . (4.50)
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The normalized distribution function for different primary energies is
shown in figure 4.18. As expected the "spread" rises for lower energies.
For the calculation of the average spread of atmospheric showers this
approximation should be more than sufficient.

Figure 4.18: The theoretical angular
spread of electrons passing through mat-
ter at different energies in the Landau
approximation. The colors denote the scat-
tered fraction of the total flux for a given
scattering angle 𝜃. The figures were nor-
malize to one along the y axis.

Molière Treatment

Without the Landau approximation the integral from 4.44 cannot be
solved as trivially and the general solution is

𝜕𝑋𝜙
𝑖 + 𝜃𝜕𝑟𝜙

𝑖 = Γ̂𝑖𝑗𝜙
𝑗 +

∫ [
𝜙𝑖 (𝜃 − 𝜃′) − 𝜙𝑖(𝜃)

]
𝜎(𝜃′)d𝜃′. (4.51)

We will follow Molière in the treatment of this integral. His solution adds
higher order terms to the one derived in the Landau approximation and
rescales the scattering energy

𝑓 (𝜃) = 𝑓 (0) + 1
Ω
𝑓 (1) + 1

Ω
𝑓 (2) + ..., (4.52)

where
𝑓 (0) =

1
𝜋
𝐸2

𝐾2𝑥
𝑒
− 𝐸2𝜃2

𝐾2𝑥 (4.53)

with 𝐾 =
√
Ω𝐸′

𝑠 . Furthermore Ω is defined by the equation

Ω − logΩ = log
(
𝐸′
𝑠

𝐸𝑋𝑎

)2

− 0.154, (4.54)

with
𝐸′
𝑠 =

𝐸𝑠

2
√

log(191𝑍− 1
3 )
, (4.55)
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Figure 4.19: Cartoon of the lateral devel-
opment of an electromagnetic shower. For
this plot the emission angles were not
tracked and only the distribution of elec-
trons at each depth step is plotted. This is
made using the Landau approximation.

and

𝑋2
𝑎 = 𝜃2

𝑚𝑖𝑛

[
1.13 + 3.76

(
𝑍𝑒2

ℏ𝑐

)2
]
. (4.56)

𝜃𝑚𝑖𝑛 is the minimal possible scattering angle. Plugging in all definitions
for air

Ω𝑎𝑖𝑟 = 15.2; 𝐾𝑎𝑖𝑟 = 19.3MeV. (4.57)

The first order term is

1
Ω
𝑓 (1) ≈ 1

4𝜋 log(191𝑍− 1
3 )

(
𝐸′
𝑠

𝐸

)2
𝑥

𝜃4 , (4.58)

which describes the majority of the contribution from single scattering.
The higher order terms drop off quickly and can be neglected. An example
distribution is shown in 4.20. Note that the distributions are broader than
their single scattering counterparts. The energy dependence remains
similar.

Figure 4.20: The theoretical angular
spread of electrons passing through mat-
ter at different energies in the Moliere
approximation. The colors denote the scat-
tered fraction of the total flux for a given
scattering angle 𝜃. The figures were nor-
malize to one along the y axis.

Numerical implementation

Adding the previously mentioned angular distributions to EmCa leads
to figures 4.19. In that figure the angular spread of the particles was not
tracked and only the distribution at each depth step is plotted. The next
step is to allow for re-scattering, basically tracking of the angle and adding
new scattering angles to it. This entails adding and subtracting the angles
from the previous ones. Re-scattering will be treated by binning the flux
at each step and adding the new scattering angles to it by re-binning.
For that an algorithm needs to be defined. As a first step the scattering
matrix is applied in each step and the resulting particles are re-binned to
account for the previous angles. The Landau results are shown in figure
4.21. The Moliere results are shown in figure 4.22
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Figure 4.21: Cartoon of the lateral devel-
opment of an electromagnetic shower in
the Landau approximation. The colors cor-
respond to the distribution of particles at
a given depth point. Note that the shower
shows a far lesser spread than the one
modeled using the Moliere approxima-
tion in the plot below.

Figure 4.22: Cartoon of the lateral devel-
opment of an electromagnetic shower in
the Moliere approximation. The colors cor-
respond to the distribution of particles at
a given depth point. When compared to
the Landau calculation, we can see the
importance of single scattering. These sin-
gle deflections contribute to more extreme
cases of the lateral shower distribution.

This topic still requires further study and comparisons to experimental
data. Currently these calculations are only implemented in the develop-
mental version of EmCa. Should these methods work, 3D electromagnetic
cascades could almost be modeled in full, without the need for Monte
Carlo methods. The final component required to replace them, would
be the stochastic nature of the particle shower, especially at the very
beginning. Preliminary tests using stochastic differential equation seem
promising but require further study.

4.6 Conclusions

Here we have introduced an entirely new framework dubbed EmCa,
which provides new and old electromagnetic interaction models and
is capable of solving cascade equations in different materials. We have
shown that this framework is capable of modeling electromagnetic
cascades as well as Monte Carlo methods, while also disproving that
traditional discrepancies between cascade equation methods and Monte
Carlo ones are due to 3D effects. The new model we have introduced has
removed the usually required low energy cut-off, which is due to the
infrared divergence of Bremstrahlung. We have done this by including
material effects, specifically the dielectric effect, which suppresses the
production of low energy photons. Finally we have shown the next steps,
namely 3D modeling, which if pursued and successful, would make
cascade equations nearly as versatile as Monte Carlo approaches.
In the next chapter, we will show the effect this new interaction model can
have on cosmic ray experiments. Due to minor differences in screening
treatment between Tsai and Bethe-Heitler models, the measured cascade
energy by fluorescence experiments will shift.
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As discussed in the previous chapter, EmCa provides three different
interaction models, which we use to test the model dependence of
atmospheric muons coming from electromagnetic cascades. They differ
in their description of pair production and Bremsstrahlung. Here we will
discuss how these differences change the shower’s measured energy. Due
to the differences in the charged atmospheric flux between the models,
we also expect a change in the fluorescence. In the final section we will
discuss these changes and their relevance to fluorescence experiments.

Models

Tsai’s calculations offer a more precise and intrinsic treatment of screen-
ing effects, unlike cross sections based on Bethe and Heitler’s calculations.
This leads to discrepancies in the cross sections. The differential cross
sections for pair production using the different models is shown in
Figure (5.2). The major difference between the Tsai model using the full
screening approximation (Base) and the others, is due to the approxima-
tion not being valid anymore for the production of sub GeV particles.
The difference between the full Tsai model (Tsai) and the Bethe-Heitler
(BH) results are the most relevant for the current discussion. While these
discrepancies are minor, the large number of particles and interactions act
multiplicative on them. Bremsstrahlung, unlike pair production, has only
a very slight screening dependence. The difference between the models

Figure 5.1: The number of photons in
an atmospheric shower initiated by a pri-
mary 10 EeV photon. Green, solid shows
the full screening approximation (Base),
light orange dashed-dotted the full Tsai
model (Tsai) and in purple dashed the
Bethe-Heitler model (BH). The bottom plot
shows the ratio between the photon num-
bers using the different models, with Base
uses as the reference.

changes the rate, at which photons interact, increasing the number of
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Figure 5.2: The differential cross section
for pair production for the different mod-
els. Green, solid shows the full screen-
ing approximation (Base), light orange
dashed-dotted the full Tsai model (Tsai)
and in purple dashed the Bethe-Heitler
model (BH). The primary photon’s energy
was set to 1 PeV.

photons when accounting for screening. This is shown in Figure (5.1)
for an electromagnetic cascade in the atmosphere, initiated by a 10 EeV
photon, where we set the cut off energy to 86 MeV. This is the critical
energy 𝐸crit according to Rossi [68]. Below which collision losses start to
dominate the loss of electrons in air. The collision losses, for all models,
are modeled using ESTAR [85]. The differences between the models
shrink, when increasing the low energy cut off and increase when setting
it even lower. The average difference between the full Tsai model and
the Bethe-Heitler model is 2.5% for the depicted shower with a maximal
difference of 3.7%.

5.1 Fluorescence

The fluorescence technique [94] is employed by multiple experiments,
such as Auger [88] and TA [89], to measure the energy of a primary cosmic
ray. Natural fluorescence occurs when particle showers pass through the
atmosphere causing nitrogen to fluorescence. These emissions can in turn
be used to estimate the total energy of the cascade. We run electromagnetic
shower simulations to model the deposited energy, or calometric energy,
𝐸cal, from fluorescence. The deposited energy is estimated as

𝐸cal = 𝛼

∞∫
0

𝑁ch(𝑋)d𝑋. (5.1)

In the above equation 𝑁ch(𝑋) is the number of charged particles at a
given slant depth 𝑋. In [94] 𝛼 = 2.19 MeV, which we also use. Here we
give a quick introduction how one obtains this equation following [94].
In an electromagnetic shower, the primaries energy can be approximated
by

𝐸em ≈
∞∫

𝜖

Δ𝐸(𝑘)𝑁𝑒(𝑘)d𝑘. (5.2)

Here 𝑘 is the kinetic energy of the electrons, 𝑁𝑒(𝑘) their differential
energy specturm and Δ𝐸(𝑘) their energy loss via ionization inside of a
given detector. 𝜖 is the threshold energy of the detector, with the above
equation becoming exact with 𝜖 → 0. This equation can be rearranged to
include the atmospheric shower slant depth𝑋 . To this end the differential
energy spectrum 𝑁𝑒 is written as a function of 𝑋

𝑁𝑒(𝑘) =
∞∫

0

𝑁𝑒(𝑋)𝑛𝑒(𝑘, 𝑋) d𝑋
Δ𝑋(𝑘) . (5.3)

Δ𝑋(𝑘) is the mean free path of the electrons, 𝑁𝑒(𝑋) the total number of
electrons and 𝑛𝑒 the normalized energy spectrum. Plugging this into the
definition of the shower’s energy results in

𝐸em ≈
∞∫

0

𝑁𝑒(𝑋) ©«
∞∫

𝜖

Δ𝐸

Δ𝑋
(𝑘)𝑛𝑒(𝑘, 𝑋)d𝑘ª®¬ d𝑋. (5.4)
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Often the age parameter 𝑆 instead of the slant depth 𝑋 is used. It is
defined as

𝑆(𝑋) = 3(𝑋 − 𝑋1)
(𝑋 − 𝑋1) + 2(𝑋max − 𝑋1)

. (5.5)

Here 𝑋1 is the depth of the first interaction. The mean ionization loss
rate 𝛼(𝑆) of electrons is then

𝛼(𝑆) =
∞∫

𝜖

Δ𝐸

Δ𝑋
(𝑘)�̃�𝑒(𝑘, 𝑆)d𝑘. (5.6)

With this we can rewrite the shower’s energy as

𝐸em ≈ ⟨𝛼⟩𝑆
∞∫

0

𝑁𝑒(𝑋)d𝑋. (5.7)

We denote 𝛼 = ⟨𝛼⟩𝑆 for simplicity. This is the equation we will use in the
next section to estimate the deposited energy.

5.2 Results

From figure 5.1 we already know that more photons are being produced
in the Bethe-Heitler model than in the Tsai model. For this reason we
expect, that less electrons are being produced in the latter model as
well, since there are less photons available to produce them. Figure 5.3
confirms this expectation. Figure 5.4 shows the simulation results for the

Figure 5.3: The total number of electrons
for different primary energies when com-
pared to the base model. Green, solid
shows the full screening approximation
(Base), light orange dashed-dotted the full
Tsai model (Tsai) and in purple dashed
the Bethe-Heitler model (BH). There is ap-
proximately a 3% difference in the electron
counts between the Bethe-Heitler model
and the Tsai model.

deposited energy. Here we assume the electromagnetic showers develop
fully before reaching the detector. The differences between the Bethe-
Heitler and Tsai models shown vary between 3% and 4%. This means
currently, due to the Tsai model being a more exact model, EGS4 and by
extension CORSIKA, estimate electromagnetic shower energies as too
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Figure 5.4: The deposited energy com-
pared to the injected primary photon en-
ergy. Shown are the simulation results for
fully developed showers for the different
interaction models. We plot the effect a 1%
shift in 𝛼 causes using the bands. The dif-
ferent models are plotted as: Solid green,
the full screening approximation (Base);
Dashed dotted orange the full Tsai model
(Tsai); Dashed purple the Bethe-Heitler
model (BH). The Bethe-Heitler model and
the Tsai model show a discrepancy of be-
tween 3% and 4%.

high. Since electromagnetic cascades provide the majority of fluorescent
light, due to electrons comprising most of the charged particles in the
course of a showers development, these discrepancies will also hold true
for hadronic showers. The absolute unaccounted for error this causes in
hadronic showers is difficult to quantify and requires further study.
This shows the need for exact shower modeling, even for electromag-
netic showers, which traditionally have been thought of as completely
understood. Using tools such as EmCa, allows for rapid benchmarking
of new electromagnetic models and their implications for experimental
measurements.
While we have treated traditional searches and modeling until now, in
the next chapters we will show how exact modeling can be used to push
the capabilities of neutrino detectors into new fields. In the next chapter
we will use precise modeling of energy loss and particle production to
set constraints on new physics using neutrino detectors, specifically the
IceCube detector.
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New long-lived particles are an integral part of many theories beyond
the Standard Model (SM). Supersymmetry, for example, predicts the
existence of the stau, the supersymmetric partner of the tau lepton. The
stau is long-lived in scenarios in which the gravitino is the lightest among
all supersymmetric partners, and the stau is the next-to-lightest. In this
case, and provided R-parity is conserved, the stau can only decay into
a gravitino and a tau lepton. The width of this decay is suppressed by
the scale of supersymmetry breaking (for a review, see [95]). As a result,
the stau lifetime can be as long as several seconds, minutes or even
years, depending on the model parameters. The most sensitivity searches
for the stau have been performed at the Large Hadron Collider by the
ATLAS and CMS collaborations. Using the mass of the stau (𝑚�̃�) as a free
parameter, they reported 𝑚�̃� ≥ 430 GeV and 𝑚�̃� ≥ 240 GeV at 95% C.L.
respectively [96]. For these limits in particular, the stau’s mass is the only
parameter of interest, due to the assumed Drell-Yan production.

Stau searches have also been proposed in the context of megaton-mass
neutrino telescopes. Highly energetic cosmic particles (cosmic rays and
neutrinos) colliding with nucleons in the Earth’s atmosphere are capable
of producing staus. These in turn would then appear as charged particles
in the detectors. In particular, they would appear as charged particles
propagating through the detector, so-called tracks. For such events,
other particles producing charged tracks would act as a background,
mainly atmospheric muons and muons produced by neutrinos. Figure
6.6 shows the relative fluxes at the surface. The orders of magnitude
difference between the stau flux and background makes disentangling
them difficult, even for a low stau mass of 100 GeV. The neutrino flux is
divided into its primary contributors. These are the astrophysical flux, the
conventional flux from the decay of 𝜋 and 𝐾 mesons and the prompt flux
from the decay of heavier mesons. One proposed strategy to disentangle
staus from the background is to search for stau pairs. Due to the highly
relativistic boosting, the two staus would move in the same direction,
cross the detector simultaneously, and thus give rise to two parallel tracks
— a smoking-gun signature. [97, 98, 99, 100, 101, 102]. However, current
telescopes can not distinguish these events from the overwhelming
background, single tracks from cosmic ray muons (ℎ𝑁 → 𝜇𝑋) and/or
from charged-current muon neutrino interactions (𝜈𝑁 → 𝜇𝑋), unless
the two stau tracks have a large separation (in IceCube by ∼ 135 meters
[103, 104]). Thus, the majority (∼ 99.9 %) of the potential stau particles
would go undetected.

In this chapter we discuss how neutrino telescopes, in particular IceCube,
can exploit a different signature to observe, on a statistical basis, a stau
signal. At the energies of interest, staus are expected to be significantly
more penetrating than muons of the same energy, because they essentially
do not lose energy through stochastic processes [101]. Hence, for nearly
horizontal trajectories, tens of kilometers of ice shield IceCube from the
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Figure 6.1: The stau cross section modeled
using MadGraph’s built in MSSM model.
We compare the simulation results (dots)
to those from [111] (lines) at different colli-
sion energies.

vast majority of muons but not from staus. We thus search for an excess
of track events over the background expected from muons crossing
the detector horizontally at a zenith angles near ∼ 90◦. In contrast
to previous works, this new analysis does not rely on an identifiable
double track signature and thus less stringent event selection criteria.
We demonstrate the potential strength of the method by analyzing one
year of publicly available IceCube data [105, 106]. In order to identify this
stau component, we utilize differences in the corresponding energy and
angular distributions compared to the contributions from muons.

6.1 Production

We compute the stau production cross section using MadGraph [107, 108].
It is a tree level event generator modeling particle interactions based on a
Lagrangian. It comes with a built in MSSM model, which we use to model
the cross section. We interface MadGraph with the LHAPDF6 [44] library
and use the CT10nlo [109] pdf and NNPDF30_nnlo_nf_5_pdfas from
NNPDF3.0 [110]. Here we assume pure Drell-Yan production. Figure 6.1
shows the resulting cross sections for two LHC energies when compared
with the calculations from [111]. Our simulations lie slightly under their
calculations, making our estimates conservative.

We then require the total cross section of hadrons with air. We follow
the parametrization used in [112]. For energies above 10 TeV, the total
hadron-air cross section can be approximated by

𝜎ℎair ≈ 𝐶ℎ0 + 𝐶ℎ1 ln
(
𝐸

GeV

)
+ 𝐶ℎ2 ln2

(
𝐸

GeV

)
. (6.1)

The 𝐶ℎ
𝑖

depend on the hadron of choice. The parameters for the above
equation are given in table 6.1. Plugging these parameters into equation

Table 6.1: The parametrization used for
the hadron air total cross sections.

ℎ 𝐶ℎ0 [mb] 𝐶ℎ1 [mb] 𝐶ℎ2 [mb]
𝑁 185.7 13.3 0.08
𝜋 100.5 16.9 0.00
𝑁 79.7 13.9 0.05

6.1. Note that the total cross sections are in the mb range, while the stau
production cross section is in the pb range. For this reason the energy
deposit into this new BSM component can be neglected when averaging
over multiple particle showers. For single showers this is not the case.
Should staus be produced, we would expect that most of the primaries’
energies is deposited into their production. For this reason a more precise
analysis could use the lack of other arriving particles to discern a stau
signal. This approach requires an in-depth understanding of the used
detector, which escapes the scope of this thesis. Since the stau cross
section is marginal when compared to the total cross sections with air,
the probability of producing a stau in a collision is

𝑃h
�̃� (𝐸) ≈

𝐴𝜎h,nucleon
�̃�

𝜎h,air
total

. (6.2)
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Figure 6.2: The hadron-air cross sections
using the approximation from equation
6.1. Note that these are on the mb scale,
while the stau cross sections is in the range
of pb.

Figure 6.3: The energy loss of the muon ac-
cording to [113, 114, 115] for water and rock.
In red we show the radiative or stochas-
tic losses of the muon, while in blue the
ionization losses. The crossing point of
the two is termed the critical energy point
𝐸crit.

where 𝜎h,nucleon
�̃�

is the total stau production cross-section from the col-
lisions of a hadron ℎ with a nucleon in the atmosphere, 𝜎h,air

total is the
total cross-section of ℎ with air, and 𝐴 = 14.6 is the average number of
nucleons in a nucleus of air. This production probability needs to be
folded with the number of hadrons in the atmosphere at different shower
depths. To model their fluxes we use MCEq.

6.2 Propagation

After production we now need to propagate the staus to the detector. This
requires propagation through the atmosphere, rock and, in the case of
IceCube, through the ice. The average energy loss of a particle traversing
a distance 𝑋 is given by [101]

− d𝐸
d𝑋

= 𝑎(𝐸) + 𝑏(𝐸)𝐸, (6.3)

where 𝑎 and 𝑏 are dependent on the material and particle. 𝑎(𝐸) describes
the ionization or collision losses of the particle while 𝑏(𝐸) the radiative
or stochastic losses. Ionization losses are at first order independent of
the particle’s mass meaning we can use the same 𝑎(𝐸) as for muons.
Concerning 𝑏(𝑒), there are three contributing interactions. Pair production
of electrons, Bremsstrahlung and photonuclear interactions. The first two
have already been discussed for muons and electrons, with equation
4.17 and equation 4.19 describing these processes for muons specifically.
From these two equations we can already see, that the differential cross
sections scale as

d𝜎Pair

d𝐸
∝ 𝑚𝑒

𝑚𝑙
,

d𝜎Brems

d𝐸
∝

(
𝑚𝑒

𝑚𝑙

)2

, (6.4)

where𝑚𝑙 is the mass of the particle of interest. This makes the energy loss
due to Bremsstrahlung negligible when compared to pair production for
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Figure 6.4: The energy loss of the stau
using the scaled muon losses for water.
In red we show the radiative or stochas-
tic losses of the muon, while in blue the
ionization losses. The total muon loss is
shown in black, while the stau’s loss in
pink.

Figure 6.5: Here we show the stau flux at
the IceCube detector for different zenith
angles. There is a large drop in the flux
between 90◦ and 95◦ degrees zenith angle.
This is due to the additional rock the staus
have to pass through.

the stau of high masses (𝑚�̄� > 100 GeV). This leaves pair production and
photonuclear interactions. From[101] we see that the photonuclear cross
section scales as 𝑚𝑙/𝑚𝑒 as well, putting it on par with pair production.
This means the stau’s energy loss can be approximated by the scaled
muon energy loss

−d𝐸�̄�

d𝑋
= 𝑎𝜇(𝐸) + 𝑏𝜇(𝐸)𝐸

𝑚𝜇

𝑚�̄�
. (6.5)

We can now compare how the stau lose energy, which we show in figure
6.4. There we see that the staus’ energy loss follows the ionization losses
of the muon closely for most energies. By solving the above differential
equation we can now calculate the loss of staus between their production
point and the detector. While the stau lose very little energy when passing
through material, for large zenith angles 𝜃, the amount of material they
need to pass through to reach the IceCube detector can exceed 100 km.
For this reason at very high angles, below the horizon, we expect a sharp
drop in the stau flux. Figure 6.5 shows this.
Due to the difference in the energy loss between muons and stau, we
expect the stau to survive passing through far more material than the
muons. This means with enough material, we would expect the staus
to be the only charged particle reaching the detector. For this reason, in
the following search not muons produced in the atmosphere, but muons
produced by neutrino interactions will be the dominant background.
Additionally, due to the low energy loss by the staus, they will appear
as minimally ionizaing track, regardless of their mass. For this reason,
the IceCube detector will reconstruct them as low energy muons with
energies ranging between 500 GeV and 1 TeV. These values are simply
due to the size of the IceCube detector and the corresponding amount of
energy the staus can deposit therein.
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6.3 Background

The background is composed of muons that produce a detector response
indistinguishable from that of the staus. The muon backgrounds can be
divided into two components according to whether muons are produced
by a hadronic interaction in a cosmic ray airshower or by a neutrino
interacting in the Earth. We simulate these contributions similarly to what
we do for the staus. In addition to the cosmic-ray flux and composition
used before, we now also include the flux of astrophysical neutrinos
measured by IceCube [116]

d𝜙
d𝐸

= 1.66+0.25
−0.27

(
𝐸

100 TeV

)−2.53±0.07

×10−18 [
GeV−1 cm−2s−1sr−1] . (6.6)

Combining these terms we can now show the different fluxes compared
to the stau flux at the surface above the IceCube detector. Figure 6.6 plots
this. From there we can see that the stau flux lies far below the other
particle fluxes. This makes some additional steps necessary if we wish to
constrain the stau flux.

Figure 6.6: The different flux components
at the surface above IceCube. We have in-
cluded the predicted stau flux at 100 GeV
mass. The black lines indicate the differ-
ent neutrino components, astrophysical,
conventional and prompt. The purple and
pink lines show the muon and stau surface
flux respectively.

6.4 Detector Response

To make a realistic prediction on the number of staus measured by the
IcCube detector, we require three components. The energy reconstruction,
angular reconstruction and effective area.
We include the effects of energy reconstruction as described in [117, 118]
by constructing a function, mapping the true particle energy, 𝐸true, to the
reconstructed energy, 𝐸reco, of the form

𝐸reco =
LogNorm(𝐸true , 𝜎1 , 𝜇1) 𝐸true < 1 TeV
Linear interpolation 𝐸true ∈ [1, 10] TeV
LogNorm(𝐸true , 𝜎2 , 𝜇2) 𝐸true > 10 TeV

.
(6.7)
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Figure 6.7: Our IceCube energy reconstruc-
tion model. Plotted are the probabilities of
the reconstructed energy compared to the
true energy. In black we show the mean
value and in red the 1 𝜎 deviation. Note
the bias at low energies, which is relevant
for the stau events, since we expect them
to appear in these bins.

Figure 6.8: We plotted the deposited, re-
constructed and observed energy distribu-
tions for the IceCube detector. The dotted
lines represent the observed distribution,
while the dashed lines the simulated ones.
Note that we expect a slightly different
energy distribution from the stau events
when compared to those from neutrinos.

To get the specific values for 𝜎 and 𝜇, we fitted the background prediction
to the data for energies above 1 TeV. For such energies we do not expect
any stau events. The results are 𝜎1 = 0.4, 𝜇1 = 700 GeV, 𝜎2 = 0.3 and
𝜇 = 𝐸true. The energy reconstruction distribution is shown in figure
6.7. These values agree well with those shown in [117]. To map the stau
energies to their reconstructed energies, we map their energy deposit to
muon energies with an equivalent loss according to equation 6.5 and then
proceed as with the muons. Note that at low energies the reconstruction
shows a bias towards higher energies. Since we expect most staus to fall
into this category, they will usually be reconstructed with a higher energy,
than they should be. This value is approximately 700 GeV. Applying this
reconstruction to the simulated events we can compare the deposited
energies, the reconstructed energies and the observed ones from data. In
figure 6.8 we show the simulated and observed energy distributions. The
reconstructed stau distribution is centered around 700 GeV in a Gaussian
shape, slightly different from the standard model distribution shown in
black. The latter of which agrees well with the observed one in data.

For the energy range of interest, 𝐸 ∈ [100 GeV, 1 TeV], the resolution with
which IceCube can reconstruct this angle is 1◦[119], and this is folded into
our simulations by smearing the particle arrival directions accordingly.
To calculate the contribution of neutrino-induced muons, we fold the 2D
effective area, as a function of energy and declination, from [106] with
the neutrino fluxes. The neutrino energy to muon energy mapping is
approximated using the normalized 3D effective areas given in [118].
To make predictions for the stau component, we require a detector
response to staus. We use the same approach as for the muons and
divide the convolution by the total neutrino cross-section. The resulting
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efficiency includes effects of muon propagation in the ice. These we
compensate by scaling the results, so at 1 TeV the effective area for muons
corresponds to the spatial area of the detector, 106 m2. This results in a
signal efficiency of 78%

6.5 Events

After re-sampling the flux with the previously mentioned angular and
energy resolutions and folding the effective areas with the particle fluxes
we obtain realistic event counts for the IceCube detector. Figure 6.9 shows
the binned total event counts in one year before applying any cuts. As
expected the muons show a steep drop towards higher angles, since they
can not pass through the increasing amount of material. The staus are able
to pass through it mostly unhindered, showing a flat distribution, only
dropping of near the horizon. Before cuts, the staus still lie far below the
expected background. Note that most of the background events are from
atmospheric neutrinos. At these energies they provide most background
events, while at higher energies we would expect the astrophysical ones
to dominate.

Figure 6.9: The total number of events
binned in angle before cuts. We see the
hard drop of atmospheric muons on the
left, with the enhancement of neutrinos
towards the horizon. The stau events still
lie far below the expected background
events for most angle bins.

Note the steep drop in stau events when increasing the mass. Since the
production probability scales approximately with 𝑚�̄� an increase of 2 in
mass reduces the expected event count by approximately 4.



60 6 New Constraints on Supersymmetry Using Neutrino Telescopes

6.6 Energy and Angular Cut

As discussed previously, we expect most stau events to lie in the energy
bin 𝐸 ∈ [100 GeV, 1 TeV], as shown in figure 6.8. We use this and apply a
hard energy cut of 1 TeV. While this is not the most efficient method, it does
make our analysis robust against unaccounted for detector uncertainties.
This cut leaves the stau count relatively untouched, while reducing the
neutrino background by approximately a factor of 4.
We then apply angular cuts and require the reconstructed angle to follow
𝜃reco ∈ [85◦ , 90◦]. This are extremely hard cuts, since we expect the
background to signal ratio to be optimal between 82◦ and 85◦ degrees
with the optimum lying at 83◦. Since we are working with public data, the
reconstruction for down-going events (𝜃 > 85◦) is difficult to reproduce.
For this reason we choose a lower limit of 85◦, since at those angles we
expect the atmospheric muon background to be at most sub-leading.

6.7 Results

After applying all cuts, we arrive at figure 6.10. The ratio between
background and signal events is now far more promising. Comparing

Figure 6.10: The number of events after
applying energy and angular cuts. We in-
clude the 1 year publicly available IceCube
data. Note the strong reduction in back-
ground events when compared to figure
6.9.

our simulation results to data, the data points follow well the background-
only distribution. The p-value of our data given the background-only
hypothesis is 0.1, supporting our intuition that there is no evidence for a
signal. Assuming the currently leading experimental limit on the stau
mass (𝑚�̃� =430 GeV), we expect to retain 8 stau events. To extract a
limit on the mass of the staus we perform a binned likelihood fit of the
data shown in figure 6.10. The fit has one free parameter, the mass of
the stau particle. The rates of the background components are fixed by
our modeling. The best fit results in 0 stau events. Inverting a standard
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frequentist hypothesis test [120], we set a lower bound on the stau mass
of 𝑚�̃� > 320 GeV at 95% C.L. This lies approximately 10% above the
expected limit from simulations.
This type of analysis will only become better over time, due to the
increasing exposure time of IceCube. In figure 6.11 we predict the limit
setting capability of IceCube with more exposure time. From this we see
that with the currently available data set of ten years, IceCube is capable
of competing with collider constraints [96], being capable of setting a
450 GeV lower mass bound. This means neutrino detectors offer not only
complimentary constraints on new physics, but are also capable of setting
the most stringent limits. Furthermore, several neutrino telescopes, such

Figure 6.11: The increasing limit setting
capability of IceCube with time. Here we
also show the currently most stringent con-
straint on the stau mass set by ATLAS [96].
From this we can see, that with ten years
of data, which are currently available, Ice-
Cube is capable of competing with collider
constraints.

as P-ONE [12], KM3NeT [13], GVD [14] and IceCube-Gen2 [121], are
currently taking data or are in preparation. While their designs are
different, they are all based on the detection of the Cherenkov light
emitted by charged particles traveling through water or ice. The analysis
performed in this work using data from IceCube can be extended to these
upcoming datasets as well. Finally, this search strategy is not limited to
the stau particle but can be utilized to search for other long-lived, charged
particles beyond the Standard Model.
We can now move away from direct measurements of beyond the Standard
model physics and move to indirect detection. In the next section we
will predict IceCube’s sensitivity to a new antiproton component, which
could be produced by the decay of dark matter.
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Previously we discussed how the primary cosmic ray flux is modeled,
see Section 2.1. There are known additional sub-leading components,
such as antiprotons. These have been measured for energies below 100
GeV, for example by AMS-02 [122]. For higher energies only upper limits
exist e.g. by HAWC [123] and ARGO-YBJ [124]. Here, we discuss the
possibility and sensitivities of IceCube to constrain the antiproton flux at
high energies. This is a relevant topic for the study of high energy cosmic
ray composition and dark matter. In the latter case, there are models
which for example predict that decaying dark matter produces a new
source of antiprotons. In the next section we will roughly outline this
process.

7.1 Decaying Dark Matter

Dark matter may accumulate in halos around massive objects, such as
our galaxy. Here, we estimate the arriving antiproton flux from decaying
galactic dark matter (DM) following [125]. Assuming a cylindrical sta-
tionary diffusion model [126], the flux of antiprotons, 𝜙�̄�(𝑇), with kinetic
energy 𝑇, is given by

𝜙�̄�(𝑇) =
𝑣(𝑇)
4𝜋

𝐺(𝑇)d𝑁
d𝑇

(𝑇). (7.1)

Here 𝑣 describes the velocity, 𝐺 the Green’s function and d𝑁/d𝑇 the
source spectrum. We assume the DM decays as

𝜒 →𝑊±𝑙∓ (7.2)

and use the PYTHIA MonteCarlo event generator version 8.3 [45] to
estimate the antiproton source spectrum. Using the MIN, MED and MAX
propagation models [127], the Green’s function can be parametrized as
[125]

𝐺(𝑇) = exp
(
𝑎0 + 𝑎1 log(𝑇) + 𝑎2 log(𝑇)2 + 𝑎3 log(𝑇)3

)
× 1014 s. (7.3)

Figure (7.1) shows the resulting flux of antiprotons arriving at the Earth.
While the potential flux of high energy antiprotons decreases with rising
energy, the proton spectrum drops faster. This leads to an increasing ratio
between the primary proton and antiproton fluxes, shown in Figure (7.2).
The increasing ratio between �̄� and 𝑝 is due to the lack of acceleration
mechanisms at ultra high energies. Decaying dark matter would be the
main contributor of protons and antiprotons at these very high energies.
For the sensitivity study we will use the decay of𝑊 bosons as the source
of antiprotons, motivated by models such as the one described in this
section. This allows us to introduce a more realistic primary spectrum of
antiprotons, should such a source exist.
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Figure 7.1: The predicted antiproton flux
at earth, produced by DM with mass 𝑚𝜒 .
The shape of the spectra remains similar
for all masses, with only the position shift-
ing according to the DM mass. Here the
different propagation models, MIN, MED
and MAX are shown as solid, dashed and
dotted lines respectively.
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Figure 7.2: Ratio of antiprotons to protons
at earth, assuming different dark matter
masses. The ratio increases with increasing
dark matter mass. Here, the different prop-
agation models, MIN, MED and MAX are
shown as solid, dashed and dotted lines
respectively. Furthermore we use the H4a
cosmic ray model [128].
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Figure 7.3: Predicted neutrino spectra
from atmospheric showers with and with-
out an additional ℎ component. We have
included the astrophysical neutrino flux
(red). Here we are injecting a new ℎ compo-
nent in the shape of the secondary spectra
from𝑊 decay. We show the electron and
muon neutrinos using solid bar plots, or-
ange and green respectively. The new flux
caused by the ℎ component is shown in
light blue and the total resulting flux in
black. The top plot shows the absolute
values. The middle plot shows the ratios
between the atmospheric (blue) and astro-
physical (red) when including antiprotons.
The bottom plot shows the injected ℎ spec-
trum when compared to the cosmic ray
proton flux.

7.2 Atmospheric Showers

For the propagation and showering of particles in Earth’s atmosphere we
use MCEq [51]. It solves cascade equations, see Section 2.2. We use the
four population model H4a [128] as a primary model and SIBYLL2.3c
[28] and EPOS-LHC [29] as interaction models.

7.3 Astrophysical Neutrinos

In addition to neutrinos produced by atmospheric showers, the main
contribution in the high energy regime, are astrophysical neutrinos. As
measured by IceCube [116], the astrophysical flux 𝜙astro

𝜈 is given by

d𝜙
d𝐸

(𝐸) = 1.66+0.25
−0.27

(
𝐸

100 TeV

)−2.53±0.07

× 10−18 [
GeV−1 cm−2s−1sr−1] .

(7.4)
This is the same flux we used in the stau analysis in the previous Chapter
6.

7.4 Results

As discussed in section 1, there is no signature difference between
𝑝 − 𝑝 and �̄� − 𝑝 interactions at very high energies. For this reasons
IceCube is not capable of discerning a difference between the two fluxes
when purely measuring the isotropic neutrino flux. For this reasons
the constraint IceCube is capable of setting is purely on an additional
hadronic component, which may be composed of antiprotons. Figure 7.3
shows an example result when injecting a new hadronic component, ℎ, at
the top of the atmosphere. There, the additional component causes a large
deviation to the traditionally expected neutrino flux. We can increase the
injection spectra even further, and reproduce the astrophysical neutrino
flux, as seen in Figure 7.4. While this contradicts neutrino measurements
at lower energies, where the atmospheric flux dominates, the high energy
neutrino flux, as measured by IceCube, could be explained in part by a
new highly energetic ℎ component. We can then interpret this new flux
as being purely composed of antiprotons for the purposes of comparing
with other experiments.

To calculate IceCube sensitivities using 10 years of data, we introduce
a low energy-cut of 1 TeV and restrict ourselves to 𝜃Zenith ∈ [0◦ , 90◦],
so-called down-going tracks. This avoids the difficulty of propagating
the 𝜈 through the earth. Including higher angles would increase the
sensitivity. We assume a flat effective area of 1 km2 for all energies and
angles. To set limits on the ratio between ℎ and 𝑝, we invert the standard
frequentist hypothesis test [120]. This results in Figure 7.5. There we show
that IceCube is capable of setting limits of approximately 1 and 1/100
with 95% and 68% respectively for energies below 1 PeV. These would be
the only and most stringent constraints on the ratio at these energies.

We can now compare the predicted IceCube limits to those set by HAWC
[123] on the antiproton flux, shown in figure 7.6. The limits IceCube is
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Figure 7.4: Predicted neutrino spectra
from atmospheric showers with and with-
out an additional ℎ component. We have
included the astrophysical neutrino flux
(red). Here, we are injecting a new ℎ com-
ponent in the shape of the secondary spec-
tra from 𝑊 decay. We show the electron
and muon neutrinos using solid bar plots,
orange and green respectively. The new
flux caused by the ℎ component is shown
in light blue and the total resulting flux
in black. The top plot shows the absolute
values. The middle plot shows the ratios
between the atmospheric (blue) and astro-
physical (red) when including antiprotons.
The bottom plot shows the injected ℎ spec-
trum when compared to the cosmic ray
proton flux. Here we approximately re-
produce the astrophysical neutrino flux,
using a new ℎ component.

capable of setting are less stringent at low energies than HAWC, but
reach to far higher energies. At extremely high energies the astrophysical
neutrino flux limits IceCube’s capabilities, since this component may be
partially produced by antiprotons.
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Figure 7.5: Predicted sensitivities of Ice-
Cube to the ℎ/𝑝 ratio. The purple dashed
and solid lines show the 68% and 95%
confidence limits. The solid black lines vi-
sualize the different ratio levels between
ℎ and 𝑝. We have included experimen-
tal measurements of the primary nucleon
flux by IceTop73 [129], KASCADE [130],
KASCADE-Grande [6], ARGO [7], TAIGA
[8] and HAWC [10].

Figure 7.6: Predicted sensitivities of Ice-
Cube to the ℎ/𝑝 ratio compared to con-
straints set by HAWC and measurements
by AMS on the antiproton to proton ratio.
While IceCube is cabale of setting con-
straints at higher energies and can reach
similar constraints as HAWC at lower en-
ergies, these limits are on an additional
nucleon flux, requiring an injection model
for direct comparisons.
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7.5 Conclusion

The results shown in Figure 7.5 shows the ability neutrino telescopes
have to constrain the antiproton ratio at high energies. They offer an
additional channel to cosmic ray experiments, to define the primary
cosmic ray flux. Reaching and setting limits on the very energetic cosmic
ray composition is of interest to decaying dark matter models, as shown
in Section 7.1. Similar to the Stau analysis, the sensitivity of these types
of searches will only increase with time (data). In addition, with new
neutrino telescopes coming online [12, 13, 14] in the next few years, as
well as the upgrades to existing ones [121], the sensitivities will be even
further improved. This shows the versatility of neutrino detectors and
the new and additional uses that can be drawn from them.
Currently we are working to further improving this study, by generalizing
the injection, making it model independent, while also improving the
interpretation of the results.
With new upcoming ocean based detectors these types of studies will
become even more powerful due to the increase in exposure time. The
ocean, unlike ice comes with its own problems, namely a new background
component, bioluminescence. In the next chapter we will discuss how
we can treat this new background component and even bridge the gap
between the physics community and biologists.
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Multiple of the new upcoming neutrino telescopes are based in the ocean,
such as P-ONE [12] and KM3NeT [13]. Unlike IceCube-Gen2 [121] and its
predecessor, Cherenkov telescopes in the ocean have to contend with an
additional source of light, bioluminescence. Bioluminescence is optical
light produced chemically by organisms in form of either flashes or a
steady glow. The spectral distributions of these pulses peak in the range
450 nm to 490 nm [131, 132], which is near to the peak of the expected
Cherenkov spectrum at 420 nm [133, 134]. This makes disentangling
the two sources difficult. Studies from ANTARES [15] and KM3NeT
show that neutrino telescopes are capable of measuring bioluminescence
[135, 136]. While estimations of bioluminescence in neutrino telescopes
have been done previously [137, 138], these were using approximations
and mainly focused on emission due to encounters. Their rate was found
to be ≈ 1 h−1. Here we model emissions due to encounters and shear
stress [139]. The latter of which has a rate of ≈ 3 magnitudes larger,
see figure 8.11. This makes precise water flow modeling around the
detector a requirement. Previous studies were limited to specific cases
of bioluminescence such as dolphin-stimulated [140] and nozzle throats
[141]. Here, we construct a realistic bioluminescence model based on a
water current simulation and a Monte Carlo model for the organisms.
This framework can be applied to any desired geometry. The framework
for the model is called Fourth Day∗ and is publicly available.

8.1 Bioluminescence Triggers

Two external sources causing organisms to flash are given by contact and
shear forces. The first of which is a response to the organism colliding with
another object. The second source, shear stress, is a defensive response
to an applied shear force, such as water turbulence [138, 142, 143, 144,
145, 146]. This response has been observed in background currents as
low as 5 mm/s [147], far lower than the cm/s velocities seen in deep
ocean experiments. The emission probability due to shear stress follows a
binomial distribution, with a successful emission probability denoted by
𝑃shear. The emission probability is linearly related to the water current’s
gradient [148, 140, 149, 150]

𝑃shear ∝ 𝛼∇u. (8.1)

Here u describes the flow velocity and 𝛼 is a proportionality factor. For
simplicity we assume 𝛼 is a species dependent constant. These shear
emissions make precise water current modeling a necessity, which we
describe in Section (8.3). Another source of flashes are spontaneous
emissions. These are rare, due to the high energy cost for the organisms
[151] and for this reason we neglect it. Once an organism flashes, be it due

∗ https://github.com/MeighenBergerS/fourth_day

https://github.com/MeighenBergerS/fourth_day
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to an encounter or shear force, it will produce approximately 109 − 1013

photons [137]. These photons are then attenuated while traveling to the
detector, as described in Section (8.4).

8.2 Population Modeling

The organisms are modeled using a Monte Carlo scheme. Each individual
one is assigned a position and species. According to the species, the
following set of properties is defined as probability distribution functions
(pdf): Spectral emission, photon count, duration of emission, depth and
movement. Figure 8.12 shows an example of time series pdfs used in
a simulation. There two distinct time series are used for two different
species of organisms. These distributions are then sampled. Both the
density of organisms and the probability coefficient 𝛼 in Equation (8.1)
are treated as unknowns. For sites such as ANTARES the density of
organisms is ≈ 0.02 m−3 [137], which can be used as a rough estimate. At
each time-step the velocity and position of the organisms are updated
according to the external flow velocity field together with their own
sampled velocity distributions. Organisms that encounter an object –
such as a detector – are assumed to emit light. If a given organism is not
flashing due to an encounter, the binomial distribution with the emission
probability from equation (8.1) is sampled. On a successful flash, the
duration of the flash is again sampled from another species-dependent
pdf. We assign a maximum emission energy to each organism, which is
reduced when an emission occurs. This limits the total number of pulses
they can emit at once.

8.3 Current Modeling

A typical shape of submerged neutrino detection unit is given by a
spherical or vertically arranged cylindrical body with a round top and
bottom. In order to model the flow past such detectors numerically, we
consider for simplicity a two-dimensional horizontal cross-section of
the problem. This way, we aim to obtain a realistic approximation to
the flow at least past the detector’s cylindrical middle part, noting that
for the spherical top and bottom parts a full three-dimensional setup
would be required. The model described in this section can in principle
be extended readily to the three-dimensional case, albeit at the expected
substantial increase in computational cost.

The flow is governed by the incompressible Navier-Stokes equations,
which are given by a momentum equation and incompressibility condi-
tion of the form

𝜕𝑡u + (u · ∇)u + ∇𝑝/𝜌 − 𝜈Δu = 0, (8.2)
∇ · u = 0, (8.3)

for flow velocity u = (𝑢(x), 𝑣(x)) and pressure 𝑝(x), where x = (𝑥, 𝑦) de-
notes the space coordinate. 𝜕𝑡 denotes the partial derivative with respect
to time 𝑡, ∇ = (𝜕𝑥 , 𝜕𝑦) the gradient, and further Δ = 𝜕𝑥𝑥+𝜕𝑦𝑦 denotes the
diffusion operator. Finally, 𝜈 = 𝜇/𝜌 is given by the kinematic viscosity,
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for viscosity 𝜇 and density 𝜌. In the following, we will set 𝜇 = 0.001306
Ns/m2 and 𝜌 = 999.7 kg/m3, which corresponds to water at 10 degrees
Celsius. Note that in terms of the flow’s qualitative behaviour past the
cylinder, we expect similar results for the typical temperature range of
sea water†.

We consider a rectangular domain Ω of length 𝐿𝑥 = 26 m and width
𝐿𝑦 = 10 m. The domain further includes a circular gap corresponding
to the detector, which is placed at x = (2, 5) m and has a radius of 15
cm. To complete the model’s description, we further require boundary
and initial conditions. The former conditions are given by normal flow
conditions of the form

u = (𝑢𝑖𝑛 , 0), 𝑥 = 0, 𝑦 ∈
[
0, 𝐿𝑦

]
(8.4)

u = (0, 0), Detection Unit Boundary (8.5)
𝑝 = 0, 𝑥 = 𝐿𝑥 (8.6)

for 𝑢𝑖𝑛 = 0.1 m/s. Note that we will find these restrictions to be sufficient
for our purposes of simulating the flow, and in particular no boundary
condition is set e.g. for u at the outflow boundary. Finally, we consider
initial conditions of the form

u(x, 0) = 0, 𝑝(x, 0) = 0, (8.7)

noting that the velocity and pressure fields will adjust to the boundary
conditions after the first time step in the numerical model.

The problem of flow past a circle has been studied extensively in liter-
ature (e.g. [152, 153, 154, 155, 156]), and its complexity depends on the
inflow speed 𝑢𝑖𝑛 , kinematic viscosity 𝜈, and circle diameter 𝑑. These
three parameters can be combined to the non-dimensional Reynolds
number

𝑅𝑒 =
𝑢𝑖𝑛𝑑

𝜈
, (8.8)

which can then be used to determine the type of flow [153]. In our case,

𝑅𝑒 ≈ 23, 000, (8.9)

and we expect to obtain a boundary layer – i.e. a thin layer in which the
velocity decreases rapidly to the prescribed zero value at the boundary –
around the circle, which is separated from the circle towards the circle’s
wake (see Figure 8.1). The layer’s thickness is proportional to

√
𝜈 [157],

and for the above Reynold’s number, the layer is laminar (i.e. non-
turbulent). Pairs of trailing vortices are created and shed periodically
between the separated boundary layer filaments near the circle’s wake.
The vortex shedding in turn creates a so-called Kármán vortex street of
pairs of vortices in the circle’s wake [156]. The periodicity of this process
is represented by the non-dimensional Strouhal number 𝑆𝑡 = 𝑓 𝑑/𝑢𝑖𝑛 ,
where 𝑓 denotes the frequency at which vortex pairs are shed. 𝑆𝑡 can
be formulated as a function of 𝑅𝑒, and for 𝑅𝑒 ≈ 23, 000, we expect
𝑆𝑡 ≈ 0.2 [153]. Finally, we note that for Reynold’s numbers between 300

† In terms of the Reynolds number as described below, we have 𝑅𝑒 ≈ 16, 000 for 0◦C, and
𝑅𝑒 ≈ 30, 000 for 20◦C, which leads to the same turbulent regime as for the Reynolds
number 𝑅𝑒 ≈ 23, 000 corresponding to 10◦C.
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and 30, 000, the vortex street is turbulent, in the sense that the vortex
pairs interact strongly with each other and degrade the periodic pattern
along the flow in the circle’s wake (see Figures 8.1, 8.4).

Figure 8.1: Magnitude of velocity field
after 200 seconds, zoomed to circle. The
boundary layer is separated from the circle,
generating vortices which are shed in pairs
and form a vortex street. Colour scheme:
0m/s (grey) to 0.25m/s (dark blue; see
Figure 8.4). Taken from [139].

Discretization

We discretize the model in space using the finite element method. This
way, we can readily use irregular meshes, which facilitate the domain’s
discretization near the circular gap corresponding to the detector, and
which further allows for a varying resolution in the domain. In particular,
for a higher efficiency in terms of computational cost, we employ a
relatively fine resolution (1 cm) near the vortex shedding area, a slowly
decreasing resolution along the circle’s wake (2.5 cm, 5 cm, and 10 cm),
and a coarse resolution (1 m) away from the circle and wake (see Figures
8.2, 8.3).
We consider Taylor-Hood finite elements for the velocity and density

Figure 8.2: Mesh used for flow simulation.
Regions A, B, C, and D correspond to a
resolution of 1 m, 10 cm, 5 cm, and 2.5
cm, respectively. Near the circle, another
refined region corresponds to a resolution
of 1 cm (see Figure 8.3). x and y axes are
given in meters. Taken from [139].

Figure 8.3: Mesh used for flow simulation,
zoomed to region near gap corresponding
to detector. Regions E corresponds to a
resolution of 1 cm. Taken from [139].

field [158], and further apply an Incremental Pressure Correction Scheme
(IPCS, [159]) for the time discretization. Note that the above choice of
resolutions in the domain’s various regions leads to under-resolved areas;
in particular, this includes the boundary layer at the circle, as well as
vortices further along the wake. To avoid the corresponding instabilities
[160], we also include a Streamline Upwind Petrov Galerkin (SUPG, [161])
method in the discretized velocity equation.

The velocity space 𝕍𝑢 is given by the space of vector-valued continuous
piece-wise quadratic polynomials, and the pressure space 𝕍𝑝 consists of
scalar continuous piece-wise linear polynomials. Both of these spaces are
further assumed to be restricted to functions that satisfy the boundary
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conditions (8.4) - (8.6). The momentum equation (8.2) is space-discretized
according to

⟨w, 𝜕𝑡u⟩ + ⟨w, (u · ∇)u⟩
+ 𝑃(u, 𝑝; w) (8.10)

+ ⟨𝜏(u · ∇)w, 𝑢𝑟𝑒𝑠⟩ = 0 ∀w ∈ �̊�𝑢 ,

where ⟨., .⟩ denotes the 𝐿2-inner product, and �̊�𝑢 denotes the velocity
space including boundary conditions. The term in the second line of
(8.10) corresponds to the discrete Cauchy stress tensor

𝜎(u, 𝑝) = 2𝜈𝜖(u) − 𝑝𝐼, (8.11)

for symmetric gradient 𝜖(v) = (∇v + ∇v𝑇)/2 and 2 × 2 identity matrix 𝐼,
and is given by

𝑃(u, 𝑝; w) = ⟨𝜎(u, 𝑝), 𝜖(w)⟩. (8.12)

Finally, the term in the third line of (8.10) corresponds to the SUPG stabi-
lization, and the discretized momentum equation’s residual appearing
in it is given by

𝑢𝑟𝑒𝑠 = 𝜕𝑡u + (u · ∇)u − ∇ · 𝜎(u, 𝑝). (8.13)

Further, the stabilisation parameter is set to

𝜏 =
1
2

((
2𝜅(𝑥)
Δ𝑡

)2

+
(

2|u|
Δ𝑥

)2

+ 9
(

4𝜈
Δ𝑥2

)2
)− 1

2

, (8.14)

where 𝜅(𝑥) = 1 for 𝑥 < 2.75 m, and 𝜅(𝑥) = 1/6 otherwise. Δ𝑡 and Δ𝑥

denote the time step and (local) mesh size, respectively. This choice of 𝜏
is similar to one often considered in the literature (e.g. [162]), up to the
additional parameter 𝜅. In the model used in this section two sources
of instabilities appeared frequently: first, towards the later stages of the
wake, where the resolution is relatively coarser, vortices may become
unstable. Second, the separated boundary layer filaments may become
unstable. We found that different values of 𝜅(𝑥) were suited best for
these two types of instability, thus motivating the split used in 𝜏 as given
above.

Next to the momentum equation, the incompressibility condition (8.3) is
used to derive an equation for the pressure field. The latter equation then
appears in the time-discretized scheme, where the momentum equation
is first solved for to obtain a predicted velocity u𝑝 . Given the nonlinear
advection term (u · ∇)u, this is done in an iterative manner according
to

do 𝑘 = 1, ..., 𝑚 :

⟨w, (u𝑝,𝑖+1 − u𝑛)/Δ𝑡⟩ + ⟨w, (ū∗ · ∇)ū𝑝,𝑖+1⟩

+ 𝑃(ū𝑝,𝑖+1 , 𝑝𝑛 ; w) (8.15)

+ ⟨𝜏(u𝑛)(ū∗ · ∇)w, �̄�𝑟𝑒𝑠)⟩ = 0 ∀w ∈ �̊�𝑢 ,
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where (u𝑛 , 𝑝𝑛) are the known fields of the current time step (starting from
the initial conditions (u0 , 𝑝0)). Further, the mid-point averages ū𝑝,𝑖+1 and
ū∗ are given by

ū𝑝,𝑖+1 = (u𝑛 + u𝑝,𝑖+1)/2, (8.16)

ū∗ = (u𝑛 + u𝑝,𝑖)/2, (8.17)

for unknown u𝑝,𝑖+1 to be solved for, and the current iteration’s known
guess u𝑝,𝑖 . Note that in the first iteration, the latter guess is set to u𝑛 ,
while in each following one it is set to the velocity field computed in the
previous iteration. Finally, we note that the residual in the SUPG term is
time-discretized according to

�̄�𝑟𝑒𝑠 =(u𝑝,𝑖+1 − u𝑛)/Δ𝑡 + (ū∗ · ∇)ū𝑝,𝑖+1

− ∇ · 𝜎(ū𝑝,𝑖+1 , 𝑝𝑛).
(8.18)

Once the final predicted velocity u𝑝 has been computed in the loop’s
last iteration, the pressure corresponding to the next time level 𝑛 + 1 is
obtained by solving an update equation of the form

Δ𝑡⟨∇(𝑝𝑛+1 − 𝑝𝑛),∇𝑞⟩ = −⟨∇ · u𝑝 , 𝑞⟩, (8.19)

for any test function 𝑞 ∈ �̊�𝑝 , where �̊�𝑝 is defined analogously to �̊�𝑢 .
Finally, given (u𝑝 , 𝑝𝑛+1), we compute a velocity field u𝑛+1 according to

⟨u𝑛+1 − u𝑝 ,w⟩ = −Δ𝑡⟨∇(𝑝𝑛+1 − 𝑝𝑛),w⟩, (8.20)

for any test function w ∈ �̊�𝑢 .

The simulation is run up to 𝑡 = 1200 s, with a time step given by
Δ𝑡 = 0.01 s. The mesh is implemented using Gmsh [163], and the fi-
nite element discretization is based on the automated finite element
toolkit Firedrake‡ [166]. The latter uses the solver library PETSc (see e.g.
[167, 168]) to compute the resulting systems of equations. A snapshot
of the simulation at 200 seconds is given in figure 8.4, depicting the
turbulent vortex street’s degraded periodic pattern. We find that the
Strouhal number is higher than anticipated, noting that for such turbulent
flows many aspects of the numerical scheme impact the latter number.
This includes subtle factors such as the distance of the side walls to the
cylinder [169], and the precise mesh setup near the cylinder.

Finally, given the simulation, the velocity field as well as the magni-
tude of its gradient, i.e. |∇u(x, 𝑡)|, are saved after each simulated second
Δ𝑡𝑠 and passed on to the population simulation as described in Section
(8.2). While ideally, the velocity field information would be passed on
after each time step Δ𝑡, here we instead chose Δ𝑡𝑠 to avoid large data
storage requirements.

‡ for further details, see [164, 165] or http://firedrakeproject.org

http://firedrakeproject.org
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Figure 8.4: Velocity field magnitude after 200 seconds; scale in m/s. At 𝑅𝑒 ≈ 23, 000, the vortex street is turbulent, leading to a degraded
periodic pattern. Axes labels are given in meters. Taken from [139].

8.4 Light Propagation

Once the population simulation has finished, the light from each organ-
ism’s flashes are propagated to the detector. We attenuate the photon
count using an attenuation factor, 𝐴, given by

𝐴 =
exp (−𝑟 × 𝑙)

4𝜋𝑟2 . (8.21)

Here 𝑟 references the distance between the organisms, at the time of its
emission, to the detector. For the wavelength dependent factor, 𝑙, we use
values from [170]. For a distance of 10 meters the total photon count drops
by approximately a factor of 1000. Given this exponential attenuation,
flashes beyond 30 m distance are usually irrelevant for a detector.

8.5 Fourth Day

The Python package Fourth Day is designed in a modular fashion. An
overview of the different modules is given in figure 8.5.

Figure 8.5: A scetch of Fourth Day’s struc-
ture. We use Firedrake to model the water
current. Any other code is also viable, as
long as the output is given as a matrix
defining the current at every spatial grid
point.

The simulation parameters are defined in config.py and passed to the
main interface Fourth_Day. This then distributes them to the three mod-
ules Genesis, Adamah and Current. In Genesis the organisms are created
by assigning their individual properties, such as size, emission pdf,
movement pdf and energy. Adamah constructs the simulation geometry,



76 8 Bioluminescence

constructing the meshes for the detector and simulation area. These are
used as boundaries for the simulation either stopping the modeling of the
organisms when they exit the simulation area or disallow the propagation
into the detector itself. Current translates the input water current grids.
These should represent the water state on a discretized grid, providing
the water velocity in every cardinal direction at each point. While Fourth
Day currently models purely 2D states, by using 3D arrays at this step,
the simulation code can be easily extended to three dimensions. After
the organisms, geometry and water current are constructed, these are
passed to MC_sim. This module constructs the starting population, by
randomly sampling the space with organisms. This population state is
then passed at every step to State_machine which updates the state by the
desired time step. A state update is the computationally most expensive
step, due to the need of propagating every single organism, sampling
whether the organisms emit light and updating their energy. Collisions
are also modeled here, but for low densities we recommend switching
them off (an option in the config file). Doing this improves computational
time drastically. After the simulation has finished, the states at each time
step are collected and passed to Lucifer. An example state is shown in
figure 8.6. In Lucifer the light is attenuated according to equation 8.21.
The resulting photon counts are then folded with the detector response
in Providence.

Figure 8.6: An example state of a simula-
tion run. Here, we used custom organisms
called "test short pulse 1" to cross check
the resulting emission spectra.

The modular structure of Fourth Day allows for a large amount of
customization by the user but also comes with a lot of presets, to make it
more accessible. An example simulation run could look as follows

1 # Module impo r t s
2 from fourth_day import Fourth_Day , conf ig
3

4 # Some s c e n a r i o s e t t i n g s
5 conf ig [ ’ s cenar io ’ ] [ ’ population s i z e ’ ] = 100 # S t a r t i n g p o p u l a t i o n
6 conf ig [ ’ s cenar io ’ ] [ ’ durat ion ’ ] = 600 # S imu l a t i on d u r a t i o n in

s e c o n d s
7 conf ig [ ’ s cenar io ’ ] [ ’ i n j e c t i o n ’ ] [ ’ r a t e ’ ] = 1 # Number o f organism

t o i n j e c t p e r s e c ond
8 conf ig [ ’ s cenar io ’ ] [ ’ de t ec to r ’ ] = {
9 " type " : "Custom"

10 }
11 # Organisms
12 conf ig [ ’ organisms ’ ] [ ’ emission f r a c t i o n ’ ] = 0 . 1 # Amount o f ene rgy

used p e r f l a s h
13 conf ig [ ’ organisms ’ ] [ ’ alpha ’ ] = 2 . # P r o p o r t i o n a l i t y f a c t o r f o r

t h e p r o b a b i l i t y
14 conf ig [ ’ organisms ’ ] [ ’ photon y ie ld ’ ] = 1 e10 # Number o f pho t ons

e m i t t e d



8.6 Discussion 77

15 conf ig [ " organisms " ] [ " f i l t e r " ] = ’ depth ’ # Organism f i l t e r
16 conf ig [ " organisms " ] [ " depth f i l t e r " ] = 1000 # Only organ i sms

be low 1000 m
17 # Some d e t e c t o r p r o p e r t i e s
18 conf ig [ " geometry " ] [ " de t ec to r proper t i e s " ] [ "Custom" ] = {
19 " x_pos " : 2 . ,
20 " y_pos " : 5 . ,
21 " det num" : 1 ,
22 " x _ o f f s e t s " : np . array (
23 [ 0 . ]
24 ) ,
25 " y _ o f f s e t s " : np . array (
26 [ 0 . ]
27 ) ,
28 " angle o f f s e t " : 0 . , # In which d i r e c t i o n t h e d e t e c t o r p o i n t s
29 " opening angle " : 360 . , # The open ing ang l e
30 " wavelength acceptance " : [ # l ower and upper wave l eng ths , t h e

quantum e f f i c i e n c y
31 [ 3 2 5 . , 6 0 0 . , 1 . ] ,
32 ] ,
33 }
34 # Cr e a t i ng a f o u r t h _ d a y o b j e c t
35 fd = Fourth_Day ( )
36 # Launching t h e s i m u l a t i o n
37 fd . sim ( )

Above we created a simulation run, where the starting population is
composed of 100 organisms. The simulation duration was set to 10
minutes and 1 additional organism is injected per second. Afterwards
we set the detector to be of custom specifications. These will be set
later. Following this, some organism properties are defined. First the
amount of energy the organisms use per flash. 0.1 means they can flash
10 times before they run out of energy. One can also define the amount of
energy organisms regenerate per second, standard is 0.1%. The emission
proportionality factor from equation 8.1 was set to 2. A lower value
would reduce the amount of flashes produced in the simulation run.
The amount of photons per flash was set to a flat 1e10. A more involved
simulation would assign a species dependent number. The organisms
are now chosen by the depth where they can be found, in this case only
organisms which can be found below 1000 m are allowed. Finally the
customized detector is set up. First its position, number of detectors
inside, offset from the central mass of these detectors and their angular
offset are defined. Then the opening angle of the detector(s) are set to
360 degrees. As a last step the wavelength acceptance is defined to be
𝜆 ∈ [235 nm, 600 nm] with a quantum efficiency of 100%. This means
we are modeling a perfect detector with a 360◦ field of view in this run.

8.6 Discussion

Running a simulation for a perfect detector with a 360◦ field of view
(FoV), we can confirm the expectations and estimates from [137, 138],
that most of the light is generated downstream of the module. As shown
in figure 8.1, downstream the flow will be most turbulent. Together with
Equation 8.1, the organisms will be flashing predominantly after drifting
into the module’s wake. Figure 8.7 emphasizes this point. In the top plot
the range of the gradient was chosen to emphasize the vortices, while in
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the bottom plot to visualize the area where flashes due to shear stress
are possible.

Figure 8.7: Distribution of organisms emit-
ting light (red) and those that are not
(green). The background shows the gradi-
ent of the velocity field. Clearly visible is
the increase in emitting organisms in the
detector’s (black ring) wake. The top plot
uses a larger range of gradients to visu-
alize the vortices. The bottom one limits
the range, emphasizing the regions where
flashes due to shear stress are possible.
Taken from [139].
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A new effect, only visible due to the combined simulation method, is
the maxima shift for different wavelengths in time, shown in figure 8.8,
when multiple photo multiplier tubes (PMTs) with differing FoVs are
used, such as those of KM3NeT, P-ONE and STRAW-b. These shifts are
due to organisms drifting from one detector’s FoV into another’s. Should
the duration of emission last longer than its time inside of the area of
visibility of a single detector, the position of the maximum will be shifted.
This in turn results in a single organism’s pulse to appear as multiple
when integrating over the wavelengths.
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Figure 8.8: Example output for a spectrom-
eter simulation with a 10 cm/s water cur-
rent. Here we model five different PMTs
measuring different wavelengths. In se-
quential order the wavelength ranges are
[500 nm, 515 nm], [485 nm, 500 nm], [475
nm, 485 nm], [465 nm, 475 nm] and [455
nm, 465 nm]. The black line indicates the
total photon count. Due to the finite open-
ing angles of the detectors, here assumed
to be 25◦, and the current velocity, single
emission flashes show varying maxima
positions for different wavelengths. Taken
from [139].

Due to these distribution shifts, we create a categorization plot in figure
8.9, where different arriving distributions are shown compared to the
original emission pdf. With this we can assign any pulse measured by
the detector to a specific species of organism. This type of analysis can be
used by neutrino detectors to categorize organisms drifting by, should
they posses differing emission pdfs. Applying a Fourier transform to
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Figure 8.9: Left: emission distribution in
time of the modeled organism. Right: emis-
sion distributions as seen by a detector
pointing orthogonal to the current direc-
tion. The axes in the right plots are the
same as for the plot on the left. The change
in shape is due to the finite FoV and water
current velocity. Taken from [139].

the simulation results in figure 8.10. There we constructed a background
model by scrambling the pulses in time. The yellow and green bands show
the one and two sigma deviations respectively for the background model.
The unscrambled simulation falls within the expectation of the scrambled
one. This means the timing of the pulses is random. Due to the chaotic
nature of the emission, we can construct realistic simulations by drawing
from all possible pulse shapes and randomly distributing them according
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Figure 8.10: Fourier transform of the re-
sults from figure 8.8. The top plot shows
the spectrum of light reaching the detec-
tor. In black is the averaged spectrum from
100 simulation runs. In yellow and green
we show the 1𝜎 and 2𝜎 confidence inter-
vals of the background model. The bottom
plot shows the deviation of the simulation
from the null hypothesis in units of sigma.
Taken from [139].
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to the expected average, given in figure 8.11. This reduces the calculation
time drastically, since the expensive population modeling can be skipped.
As discussed in [137] the average number of expected encounter flashes
is ≈ 1 h−1, which our simulations confirm. This makes encounter flashes
a sub-leading source of bioluminescence when compared to emission
due to shear stress. As shown in figure 8.11 a perfect detector with a 360◦
field of view will measure ≈ 1000 flashes per hour in a 10 cm/s water
flow. Additionally, shear emissions can not be modeled with a linear
density dependence as encounters [137] and natural bioluminescence
[171], as shown in figure 8.11.
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Figure 8.11: The average number of biolu-
minescence flashes measured by a detector
shown in black. The red dashed line shows
a linear fit while the blue solid line shows
a polynomial fit of second order. The bot-
tom plot shows the ratio between the fits.
The x-axis is given in units of organisms /
m3. Taken from [139].

Figure 8.12: The emission profile of the
two organisms used to model the STRAW-
b measurements. One uses a narrow pro-
file while the other a wider one. Both are
gamma distributions with a mean of 2 sec-
onds.

8.7 Simulation vs Data

A crucial step in verifying the simulation results, is a comparison with ex-
perimental data. For this reason we show here a comparison between the
simulation and very preliminary data from the recently deployed STRAW-
b’s PMT Spectrometer. Specifically we only compare the unfiltered chan-
nel which measures wavelengths between 𝜆 ∈ [325 nm, 600 nm] using a
1 inch PMT.
For the simulation we use two distinct artificial organisms, each with a
Gaussian emission spectrum with 𝜇 = 490 nm and 𝜎 = 80 nm. They dif-
fer in their emission profiles shown in figure 8.12. There both organisms
use a gamma distribution with a mean of two seconds. They differ in
the standard deviation, with the narrow pulse using 0.3 seconds and the
long pulse 1.5 seconds.

For the water current we assume a flow of 5 cm/s and we set the density
of the organisms to 10−2 / m3. Each pulse contains 1010 photons which
we then propagate to the detector. As mentioned before, the diameter
of the PMT is 1 inch with a quantum efficiency of approximately 25%.
The resulting time series including preliminary data is shown in 8.13.
There we show the closest approximation of the real data found in 100
hours of simulation. Due to the random nature of the emissions, as
discussed before, the position of the peaks is completely random, while
the shapes are defined by the geometry of the system and the detector.
This comparison should give an idea, that the simulation is already
capable of producing realistic results, which in turn can now be used to
analyze bioluminescence data from the deep sea.
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Figure 8.13: A comparison between the
measured time series by STRAW-b using
preliminary data and the simulation pre-
diction. Here we show the best approxima-
tion from the simulation from 100 hours
of simulated data.

8.8 Conclusion

Predicting deep sea bioluminescence requires precise simulations of
the water flow around detectors. Unlike encounter flashes, which are
negligible at large depths, emissions due to shear stress are not. We
predict approximately 3 orders of magnitude higher rates for shear
flashes than encounter emissions. Additionally, the rate shows a more
complicated relationship to organism density than the linear dependence
of encounter flashes and background glow, as seen in figure 8.11. For
realistic detector modules, such as those employed by KM3NeT, P-ONE
and STRAW-b, we have identified unique bioluminescence signatures,
defined by the flow velocity and the FoVs of the PMTs. These can in turn
be used to identify the organisms drifting past these detectors, making
deep sea detectors interesting for biologists as well. Finally, by showing
that the emissions are chaotic, we have constructed a model which is
capable of producing large amounts of simulated data, based on a small
subset of precise simulations.
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In this thesis, we have covered a wide range of topics, from the modeling
of atmospheric particle cascades to the study of new physics and even
bridged the gap to biology.
Traditionally, we can use particle cascades to measure Standard Model
cross sections and other observables, such as the kaon to pion ratio. We
have shown, how exact modeling of the atmosphere and the effect on
particle production and propagation is essential in such studies. Based
on this we have measured the kaon to pion ratio using the BOREXINO
detector. While such measurements are limited by detector specifications
and statistics, theoretical uncertainties are also a source of variability.
With ever improving detectors, theories need to become more precise as
well, to push experiments to new frontiers.
To this end we have increased the precision of electromagnetic shower
modeling by constructing a new interaction model based on new cross
section calculations. We offer this model as part of a new simulation
framework called EmCa, which also includes more traditional interaction
models. This framework utilizes cascade equations to solve for the
average flux of particles, achieving a similar precision as Monte Carlo
simulations in a fraction of the time. Using this framework we were
able to test and benchmark the new model, introducing material effects
removing traditionally problematic modeling aspects, such as the infrared
divergence of Bremsstrahlung. We were able to show that differences
between cascade equation simulations and Monte Carlo ones were not
based on 3D effects but instead on the precision of the used integrators.
Using this new electromagnetic framework we modeled the difference
in deposited energy when using the fluorescence technique, different
electromagnetic models can cause. Using Bethe-Heitler models causes
an overestimation of up to 5% of the shower’s total energy. This makes
the need to include uncertainties caused by electromagnetic models
important, something which is usually neglected.
Using these exact modeling techniques, we then treated the atmosphere
as a large collider experiment. Due to the far higher energies available
in cosmic rays, when compared to collider experiments, we expect new
physics could be found in atmospheric particle cascades. We introduce a
new search technique for neutrino detectors, by looking for new physics
signals towards the horizon. This requires precise modeling of the energy
loss and production of particles in the atmosphere. Heavy charged
particles, which couple weakly to the Standard Model, will lose most of
their energy through ionization. This, unlike muons, makes them able to
pass through the large amount of material surrounding IceCube or ocean
based neutrino detectors, making this a clean channel for measuring
new physics. The only background is provided by neutrinos, which
produce muons near the detector. By setting hard energy and angular
cuts we were able to set the most stringent non-collider based limit on
the stau’s mass, the supersymmetric partner to the tau. Extrapolating to
larger livetimes we then showed that IceCube is more than capable of
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competing with collider experiments in setting limits on staus.
Next, we used the same modeling approach to simulate the production
of neutrinos in the atmosphere by a new antiproton component. Some
beyond the Standard Model theories predict such a new flux, for example
from decaying dark matter. Using these predictions we study IceCube’s
sensitivity to this component and compare these to limits set by HAWC.
We predict that IceCube is capable of setting similar constraints and can
reach far higher energies. An added effect of this component is that the
astrophysical flux measured by IceCube could, in part, be explained by
antiprotons.
Finally, we moved away from particle cascades and to a new background
component for oceanic neutrino detectors, bioluminescence. By utilizing
precise flow models, we constructed a framework to model the light
emissions of organisms drifting by deep ocean detectors. From this we
predict unique signatures and show that encounter emissions are neglible
compared to those caused by shear stress.
Together we introduced two new frameworks to increase the precision
of existing background and signal models, while showing the power of
these approaches in three different analysis.
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